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“Information technology is a business force now. It amounts to one-half of U.S.
firms’ annual capital expenditures and increasingly affects how firms organize, do
business, and compete. Business managers who choose not to reckon with it do so at
their and their firm’s peril.”

Peter G. W. Keen
in Every Manager’s Guide to Information Technology

“I’m not hiring MBA students for the technology you learn while in school, but for
your ability to learn about, use and subsequently manage new technologies when
you get out.”

IT Executive
Federal Express

Give me a fish and I eat for a day; Teach me to fish and I eat for a lifetime.

Proverb

Managers are no longer able to afford the luxury of abdicating participation in infor-
mation systems decisions. Managers who choose to do so risk having their business
decisions compromised. With the proliferation of the Web and e-business, infor-
mation systems are at the heart of virtually every business interaction, process, and
decision. Managers who let someone else make decisions about their information
systems are letting someone else make decisions about the foundation of their busi-
ness. This is a textbook about using and managing information, written for current
and future managers.

The goal of this book is to assist managers in becoming knowledgeable par-
ticipants in information systems decisions. Becoming a knowledgeable participant
means learning the basics and feeling comfortable enough to ask questions. No text
will provide managers with everything they need to know to make important infor-
mation systems decisions. Some texts instruct on the basic technical background
of information systems. Some texts discuss applications and their life cycle. Some
texts take a comprehensive view of the MIS field and offer the reader snapshots
of current systems along with chapters describing how those technologies are
designed, used, and integrated into business life. 

This book takes a different approach. This text is intended to provide the reader
with a foundation of basic concepts relevant to using and managing information.
It is not intended to provide a comprehensive treatment on any one aspect of MIS,
for certainly each aspect is itself a topic for many books. It is not intended to pro-
vide the reader with enough technological knowledge to make them MIS experts.
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It is not intended to be a source of discussion of any particular technology. This
textbook is written to help managers begin the discussion of how information sys-
tems will help, hinder, and create opportunities for their organizations.

The idea for this text grew out of discussions with colleagues in the MIS area.
Many faculty use a series of case studies and current readings from trade and pop-
ular press sources to teach their core MIS courses. Others simply rely on one of
the classic texts, which include dozens of pages of diagrams, frameworks, and tech-
nologies. This text is based on a core MIS course taught for over five years at the
University of Texas at Austin. The course was an “appetizer” course—a brief intro-
duction into the world of MIS for MBA students, lasting only ten class sessions.
The course had two main topics: using information and managing information. And
the course was structured around providing the general MBA with enough knowl-
edge of the field of MIS so they could recognize opportunities to use the rapidly
changing technologies in new and creative ways. The course was an appetizer to
the “main dish” of a host of specialty courses that went much deeper into the var-
ious topics. But completion of this course meant that students were able to feel
comfortable listening to, contributing to, and, ultimately, participating in informa-
tion systems decisions.

This book includes an introduction, twelve chapters of text and minicases, and
a set of case studies and supplemental readings on a Web site. The introduction
makes the argument that managers must be knowledgeable participants in infor-
mation systems decisions. The first few chapters build a basic framework of the rela-
tionship between a business strategy, an information systems strategy, and an
organizational strategy. The links of these strategies are explored in subsequent
chapters on the relationship between information technology and, respectively, the
organization, the individual, and the business strategy. Readers will also find a chap-
ter on how information technology relates to business transformation.

General managers will find it difficult to discuss their creative applications for
information technology without some foundation of how it is managed in organi-
zations. Therefore, the remaining chapters describe the basics of an information
architecture, e-business and the Internet, the organization of the MIS function, IT
funding, project management, the management of knowledge, and moral/ethical
implications of using information and information systems.

This text is written for use with supplemental materials and case studies. The
text itself includes mini-cases for each chapter. Additional materials are available
on the Web, including longer cases. These cases come from all over the globe and
are written about many different managerial situations. Each provides a rich 
contextual setting for the discussion of several issues raised in the book chapters.
Please visit the book’s Web site at http://www.wiley.com/college/pearlson for more 
information.

No text in the field of MIS is current. The process of writing the chapters, cou-
pled with any publication process, makes the text somewhat out-of-date prior to
delivery to its audience. With that thought in mind, this text is written to summa-
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rize the “timeless” elements of using and managing information. While this text is
complete in and of itself, learning is enhanced when the text is supplemented with
a series of case studies, current readings, and Web links. The format of this text is
such that each chapter provides the basic language used for a set of important man-
agement issues. Cases take these issues and put them in a business example for dis-
cussion by students. Current readings and Web links bring the foundation issues
up-to-date with examples of how successful managers implement these ideas.

Who should read this book? General managers interested in participating in
information systems decisions will find this book a good reference resource for the
language and ideas of MIS. Managers in the information systems field will find this
book a good resource for beginning to understand the general manager’s view of how
information systems can affect their business decisions. And MIS students will be
able to use the readings and concepts in this book as a beginning point in their jour-
ney to become informed and productive business people in the twenty-first century.

The information revolution is here. Where do you fit in?

Keri E. Pearlson and Carol S. Saunders
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c
Why do managers need to understand and participate in the information decisions
of their organizations? After all, most corporations maintain entire departments
dedicated to the management of information systems (IS). These departments are
staffed with highly skilled professionals devoted to the field of technology. Shouldn’t
managers rely on experts to analyze all the aspects of IS and to make the best deci-
sions for the organization? The answer to that question is no. Managing informa-
tion is a critical skill for success in today’s business environment. All decisions made
by companies involve, at some level, the management and use of IS. Managers today
need to know about their organization’s capabilities and uses of information as much
as they need to understand how to obtain and budget financial resources. The ubiq-
uity of personal computers (PCs) and the Internet highlights this fact, because
together they form the backbone for virtually all new business models. The prolif-
ertation of supply chain partnerships has extended the urgency that business man-
agers get involved in technology decisions. A manager who does not understand
the basics of managing and using information cannot be successful in this business
environment. 

Consider the now historic rise of companies such as Amazon.com and Google.
Amazon.com started out as an online bookseller and rapidly outpaced traditional brick-
and-mortar businesses like Barnes and Noble, Borders, and Waterstones. Management
at the traditional companies responded by having their IS support personnel build Web
sites to compete. But upstart Amazon.com moved on ahead, keeping its leadership
position on the Web by leveraging its new business model into other marketplaces,
such as music, electronics, health and beauty products, lawn and garden products, auc-
tions, tools and hardware, and more. It cleared the profitability hurdle in the fourth
quarter of 2001 by achieving a good mix of IS and business basics: capitalizing on oper-
ational efficiencies derived from inventory software and smarter storage, cost cutting,
and effectively partnering with such companies as Toys “R” Us Inc. and Target
Corporation.1 Likewise, Google has played an important role in revolutionizing the
way information is located and used as well as revolutionizing the world of advertis-
ing and publishing. Goggle began in 1999 as a basic search company but quickly
learned that a unique business model was a critical factor for  future success. The com-
pany quickly changed the way people thought about Web content by making it avail-

1
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1 Robert Hof, “How Amazon Cleared the Profitability Hurdle,” BusinessWeek Online (February 4,
2002), available at http://www.businessweek.com/magazine/content/02_05/b3768079.htm (accessed
May 23, 2002).



able in a searchable format with an incredibly fast response time. Further, Google’s
keyword-targeted advertising program revolutionized the way companies advertise.
By 2001, Google announced its first quarter of profitability, solidifying the way the
world finds information, publishes, and advertises.2

E-businesses were able to succeed where traditional companies were not, in
part because their management understood the power of information, IS, and the
Internet. They did not succeed because their managers could build Web pages or
assemble an IS network. Quite the contrary. The executives in these new businesses
understood the fundamentals of managing and using information and could marry
that knowledge with a sound, unique business vision to achieve domination of their
intended market spaces.

The goal of this book is to provide the foundation for making the general busi-
ness manager a knowledgeable participant in IS decisions, because any IS decision
in which the manager does not participate can greatly affect the organization’s abil-
ity to succeed in the future. This introduction outlines the fundamental reasons for
taking the initiative to participate in IS decisions. Moreover, because effective par-
ticipation requires a particular set of managerial skills, this introduction identifies
the most important ones, recognizing that they will be helpful not just in making IS
decisions, but all business decisions. It describes how a manager should participate
in the decision-making process, and outlines how the remaining chapters of this book
develop this point of view. Finally, the introduction presents current models for
understanding the nature of a business and that of an information system in order
to provide a framework for the discussions that follow in subsequent chapters.

c THE CASE FOR PARTICIPATING IN DECISIONS ABOUT

INFORMATION SYSTEMS

Experience shows that business managers have no problem participating in most
organizational decisions, even those outside their normal business expertise. For
example, ask a plant manager about marketing problems and the result will prob-
ably be a detailed opinion on both key issues and recommended solutions. Dialogue
among managers routinely crosses all business functions in formal as well as infor-
mal settings, with one general exception: IS. Management continues to tolerate
ignorance in this area relative to other specialized business functions. Culturally,
managers can claim ignorance of IS issues without losing prestige among colleagues.
On the other hand, admitting a lack of knowledge regarding marketing or finan-
cial aspects of the business will earn colleagues’ contempt. 

These attitudes are attributable to the historic role that IS played in businesses.
For many years, technology was regarded as a support function and treated as
administrative overhead. Its value as a factor in important management decisions
was minimal. And it often took a great deal of technical knowledge to understand
even the most basic concepts. However, in today’s business environment, main-
taining this back-office view of technology is certain to cost market share and could

2 c Introduction
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ultimately lead to the failure of the organization. Technology has become entwined
with all the classic functions of business—operations, marketing, accounting,
finance—to such an extent that understanding its role is necessary for making intel-
ligent and effective decisions about any of them. Furthermore, a general under-
standing of key IS concepts is possible without the extensive technological
knowledge required just a few years ago.

Therefore, understanding basic fundamentals about using and managing infor-
mation is worth the investment of time. The reasons for this investment are sum-
marized in Figure I.1 and discussed next.

A Business View

Information technology (IT) is a critical resource for today’s businesses. It both
supports and consumes a significant amount of an organization’s resources. Just
like the other three major types of business resources—people, money, and
machines—it needs to be managed wisely. IT now accounts for more than 50
percent of the capital-goods dollars spent in the United States. According to a
recent World Information Technology and Services Alliance survey, this expen-
diture translates into more than $3,813 annually per capita. In addition, high-
growth firms continue to increase their investments in IS and other types of IT
investments. These resources must return value, or they will be invested else-
where. The business manager, not the IS specialist, decides which activities
receive funding, estimates the risk associated with the investment, and devel-
ops metrics for evaluating the performance of the investment. Therefore, the
business manager needs a basic grounding in managing and using information.
On the flip side, IS managers need a business view.

People and Technology Work Together

In addition to financial issues, a manager must know how to mesh technology and
people to create effective work. Technology facilitates the work that people do.
Correctly incorporating IS into the design of a business enables people to focus
their time and resources on issues that bear directly on customer satisfaction and
other revenue and profit-generating activities. Adding IS to an existing organiza-
tion, however, requires the ability to manage change. The skilled business manager
must balance the benefits of using new technology with the costs associated with
changing existing behaviors of people in the workplace. Making this assessment

The Case for Participating in Decisions about Information Systems  3

Reasons 

IS must be managed as a critical resource.

IS enable change in the way people work together.

IS integrate with almost every aspect of business.

IS enable business opportunities and new strategies.

IS can be used to combat business challenges from competitors.

FIGURE I.1 Reasons why business managers should participate in information 
systems decisions.



does not require a detailed technical knowledge. It does require an understanding
of what the short-term and long-term consequences are likely to be and why adopt-
ing new technology may be more appropriate in some instances than in others.
Understanding these issues also helps managers know when it may prove effective
to replace people with technology at certain steps in a process. 

Integrating Business with Technology

IS are now integrated with almost every aspect of business. For example, as CEO
of Wal-Mart Stores’ International, Bob L. Martin described IS’s role, “Today tech-
nology plays a role in almost everything we do, from every aspect of customer serv-
ice to customizing our store formats or matching our merchandising strategies to
individual markets in order to meet varied customer preferences.”3 IS place infor-
mation in the hands of Wal-Mart associates so that decisions can be made closer
to the customer. IS help simplify organizational activities and processes such as mov-
ing goods, stocking shelves, or communicating with suppliers.

Rapid Change in Technology

The proliferation of new technologies creates a business environment filled with
opportunities. Even today, new uses of the Internet produce new types of e-busi-
nesses that keep every manager and executive on alert. New business opportuni-
ties spring up with little advanced warning. The manager’s role is to frame these
opportunities so that others can understand them, to evaluate them against exist-
ing business needs, and finally to pursue any that fit with an articulated business
strategy. The quality of the information at hand affects the quality of both the deci-
sion and its implementation. Managers must develop an understanding of what
information is crucial to the decision, how to get it, and how to use it. They must
lead the changes driven by IS.

Competitive Challenges

Competitors come from both expected and unexpected places. General managers
are in the best position to see the emerging threats and utilize IS effectively to com-
bat ever-changing competitive challenges. Further, general managers are often
called upon to demonstrate a clear understanding of how their own technology pro-
grams and products compare with those of their competitors. 

c WHAT IF A MANAGER DOESN’T PARTICIPATE?

Decisions about IS directly impact the profits of a business. The basic formula
PROFIT = REVENUE – EXPENSES can be used to evaluate the impact of these
decisions. Adopting the wrong technologies can cause a company to miss business
opportunities and any revenues they would generate. Inadequate IS can cause a
breakdown in servicing customers, which hurts sales. On the expense side, a poorly

4 c Introduction
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calculated investment in technology can lead to overspending and excess capacity.
Inefficient business processes sustained by ill-fitting IS also increase expenses. Lags
in implementation or poor process adaptation each reduce profits and therefore
growth. IS decisions can dramatically affect the bottom line.

Failure to consider IS strategy when planning business strategy and organiza-
tional strategy leads to one of three business consequences: (1) IS that fail to sup-
port business goals, (2) IS that fail to support organizational systems, and (3) a
misalignment between business and organizational strategies. These consequences
are discussed briefly in this section and in more detail in later chapters. While exam-
ining IS-related consequences in greater detail, consider their potential effects on
an organization’s ability to achieve its business goals. How would each consequence
change the way people work? Which customers would be most affected and how?
Would the organization still be able to implement its business strategy?

Information Systems Must Support Business Goals

IS represent a major investment for any firm in today’s business environment. Yet
poorly chosen IS can actually become an obstacle to achieving business goals. If
the systems do not allow the organization to realize its goals, or if IS lack the capac-
ity needed to collect, store, and transfer critical information for the business, the
results can be disastrous. Customers will be dissatisfied or even lost. Production
costs may be excessive. Worst of all, management may not be able to pursue desired
business directions that are blocked by inappropriate IS. Toys “R” Us experienced
such a calamity when its well-publicized Web site was unable to process and ful-
fill orders fast enough. It not only lost those customers, it had a major customer
relations issue to manage as a result. Consider the well-intended Web designer who
was charged with building a Web site to disseminate information to investors, cus-
tomers, and potential customers. If the business goal is to do business over the Web,
then the decision to build an informational Web site, rather than a transactional
Web site, is misdirected and could potentially cost the company customers by not
taking orders online. Even though it is possible to redesign the Web site, the task
requires expending additional resources that might have been saved if business
goals and IS strategy were discussed together.

Information Systems Must Support Organizational Systems

Organizational systems represent the fundamental elements of a business—its peo-
ple, work processes, and structure—and the plan that enables them to work effi-
ciently to achieve business goals. If the company’s IS fail to support its
organizational systems, the result is a misalignment of the resources needed to
achieve its goals. It seems odd to think a manager might put a computer on the
desk of every employee without providing the training these same employees need
to use the tool effectively, and yet this mistake—and many more costly ones—occur
in businesses every day. Managers make major decisions, such as switching to new
major IS, without informing all the affected staff of necessary changes in their daily
work. For example, when companies put in an enterprise resource planning (ERP)
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system, the system often dictates how many business processes are executed.
Deploying technology without thinking through how it actually will be used in the
organization—who will use it, how they will use it, how to make sure the applica-
tions chosen actually accomplish what is intended—results in significant expense
without a lot to show for it. The general manager, who, after all, is charged with
ensuring that company resources are used effectively, must ensure that the com-
pany’s IS support its organizational systems and that changes made in one system
are reflected in other related systems. For example, a company that plans to insti-
tute a wide-scale telecommuting program needs an information system strategy
compatible with that organization strategy. Desktop PCs located within the cor-
porate office are not the right solution for a telecommuting organization. Instead,
laptop computers, applications that are accessible anywhere and anytime, and net-
works that facilitate information sharing are needed. If the organization only allows
the purchase of desktop PCs and only builds systems accessible from desks within
the office, the telecommuting program is doomed to failure. 

c WHAT SKILLS ARE NEEDED TO PARTICIPATE EFFECTIVELY IN

INFORMATION TECHNOLOGY DECISIONS?

Participating in IT decisions means bringing a clear set of skills to the table.
Managers are asked to take on tasks that require different skills at different times.
Those tasks can be divided into visionary tasks, or tasks that provide leadership and
direction for the group; informational/interpersonal tasks, or tasks that provide
information and knowledge the group needs to have to be successful; and struc-
tured tasks, tasks that organize the group. Figure I.2 lists basic skills required of
managers who wish to participate successfully in key IT decisions. This list empha-
sizes understanding, organizing, planning, and solving the business needs of the
organization. Individuals who want to develop fully as managers will find this an
excellent checklist for professional growth.

These skills may not look much different from those required of any successful
manager, which is the main point of this book: General managers can be successful
participants in IS decisions without an extensive technical background. General
managers who understand a basic set of IS concepts and who have outstanding
managerial skills, such as those in Figure I.2, are ready for the digital economy. 

How to Participate in Information Systems Decisions

Technical wizardry is not required to become a knowledgeable participant in the
IS decisions of a business. What a manager needs includes curiosity, creativity, and
the confidence to question in order to learn and understand. A solid framework
that identifies key management issues and relates them to aspects of IS provides
the background needed to participate. 

The goal of this book is to provide this framework. The way in which man-
agers use and manage information is directly linked to business goals and the 
business strategy that drive both organizational and IS decisions. Business, 
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organizational, and information strategies are fundamentally linked in what is
called the Information Systems Strategy Triangle. Failing to understand this
relationship is detrimental to a business. Failing to plan for the consequences
in all three areas can cost a manager his or her job. This book provides man-
agers with a foundation for understanding business issues related to IS from a
managerial perspective.

What Skills Are Needed to Participate Effectively in Information Technology Decisions?  7

Managerial Role

Visionary

Informational and Interpersonal

Structured

Skill

Creativity—the ability to transform resources and 
create something entirely new to the organization

Curiosity—the ability to question and learn about 
new ideas, applications, technologies, and business 
models

Confidence—the ability to believe in oneself and 
assert one’s ideas at the proper time

Focus on Business Solutions—the ability to bring 
experience and insight to bear on current business 
opportunities and challenges

Flexibility—the ability to change rapidly and 
effectively, such as by adapting work processes, 
shifting perspectives on an issue, or adjusting a plan 
to achieve a new goal

Communication—the ability to share thoughts 
through text, images, and speech

Information gathering—the ability to gather 
thoughts of others through listening, reading, and 
observing

Interpersonal skills—the ability to cooperate and 
collaborate with others on a team, among groups, or 
across a chain of command to achieve results

Project management—the ability to plan, 
organize, direct, and control company resources to 
effectively complete a project

Analytical skills—the ability to break down a whole 
into its elements for ease of understanding and 
analysis

Organizational skills—the ability to bring together 
distinct elements and combine them into an 
effective whole

Planning skills—the ability to develop objectives 
and to allocate resources to ensure objectives are met

FIGURE I.2 Skills of successful managers.



Organization of the Book

In order to be a knowledgeable participant, managers must know about both using
information and managing information. The first five chapters offer basic frame-
works to make this understanding easier. Chapter 1 explains the Information
Systems Strategy Triangle and provides a brief overview of relevant frameworks for
business strategy and organizational strategy. It is provided as background for those
who have not formally studied organization theory or business strategy. For those
who have studied these areas, this chapter is a brief refresher of major concepts
used throughout the remaining chapters of the book. Subsequent chapters provide
frameworks and sets of examples for understanding the links between IT and busi-
ness strategy (Chapter 2), organizational forms (Chapter 3), individual work
(Chapter 4), and business process transformation (Chapter 5). 

The rest of the text looks at issues related to building IS strategy itself. Chapter
6 provides a framework for understanding the four components of IS architecture:
hardware, software, networks, and data. Chapter 7 discusses doing business on the
Internet. Chapter 8 presents some of the ethical issues that need to be considered.
Chapter 9 looks at ways in which people are organized to run an IS department.
Chapter 10 focuses on the economics of managing IT. Chapter 11 discusses what
IS projects are, why they need managing, and how to manage them. Finally,
Chapter 12 provides an overview of how to manage knowledge and why managing
knowledge is different from managing information. 

c BASIC ASSUMPTIONS

Every book is based on certain assumptions, and understanding those assumptions
makes a difference in interpretating the text. The first assumption made by this text
is that managers must be knowledgeable participants in the IS decisions made
within and affecting their organizations. That means that the general manager must
have a basic understanding of the business and technology issues related to IS.
Because technology changes rapidly, this text also assumes that the technology of
today is different from the technology of yesterday, and, most likely, the technol-
ogy available to readers of this text today differs significantly from that available
when the text was written. Therefore, this text focuses on generic concepts that
are, to the extent possible, technology independent. It provides a framework on
which to hang more current information, such as new uses of the Internet or new
networking technologies. It is assumed that the reader will seek out current sources
to learn about the latest and greatest technology. 

A second assumption is that the role of a general manager and the role of an
IS manager are distinct. The general manager must have a basic knowledge of IS
in order to make decisions that may have serious implications for the business. In
addition to a general business knowledge, the IS manager must have a more in-
depth knowledge of technology in order to manage the IS and to be of assistance
to general managers who must use the information. Assumptions are also made

8 c Introduction



about how business is done, and what IS are in general. Knowing what assump-
tions are made about each will support an understanding of the material to come. 

Assumptions about Management

The classic view of management includes four activities, each dependent on the
others: planning, organizing, leading, and controlling (see Figure I.3). A manager
performs these activities with the people and resources of the organization in order
to attain the established goals of the business. Conceptually, this simple model pro-
vides a framework of the key tasks of management, which is useful for both gen-
eral business as well as IS management activities. Although many books have been
written describing each of these activities, organizational theorist Henry Mintzberg
offers a view that most closely details the perspective relevant to IS management.

Mintzberg’s model describes management in behavioral terms by categorizing
the three major roles a manager fills: interpersonal, informational, and decisional
(see Figure I.4). This model is useful because it considers the chaotic nature of the
environment in which managers actually work. Managers rarely have time to be
reflective in their approaches to problems. They work at an unrelenting pace, and
their activities are brief and often interrupted. Thus, quality information becomes
even more crucial to effective decision making. The classic view is often seen as a
tactical approach to management, while some describe Mintzberg’s view as a more
strategic view.

Assumptions about Business

Everyone has an internal understanding of what constitutes a business, which is
based on readings and experiences in different firms. This understanding forms a

Basic Assumptions  9

Classic Management Model

Planning Managers think through their goals and actions in advance. Their
actions are usually based on some method, plan, or logic, rather than a
hunch or gut feeling.

Organizing Managers coordinate the human and material resources of the organi-
zation. The effectiveness of an organization depends on its ability to
direct its resources to attain its goals.

Leading Managers direct and influence subordinates, getting others to perform
essential tasks. By establishing the proper atmosphere, they help their
subordinates do their best.

Controlling Managers attempt to assure that the organization is moving toward its
goal. If part of their organization is on the wrong track, managers try
to find out why and set things right.

FIGURE I.3 Classic management model. 
Source: Adapted from James A. F. Stoner, Management, 2nd ed. (Upper Saddle River, NJ:
Prentice–Hall, 1982).



model that provides the basis for comprehending actions, interpreting decisions,
and communicating ideas. Managers use their internal model to make sense of oth-
erwise chaotic and random activities. This book uses several conceptual models of
business. Some take a functional view and others take a process view.

Functional View

The classical view of a business is based on the functions that people perform,
such as accounting, finance, marketing, operations, and human resources. The
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Type of Roles

Interpersonal

Informational

Decisional

Manager’s Roles

Figurehead

Leader

Liaison

Monitor

Disseminator

Spokesperson

Entrepreneur

Disturbance handler

Resource allocator

Negotiator

IS Examples 

CIO greets touring dignitaries.

IS manager puts in long hours to help motivate 
project team to complete project on schedule 
in an environment of heavy budget cuts.

Chief information officer works with the 
marketing and human resource vice presidents 
to make sure that the reward and 
compensation system is changed to encourage 
use of new IS supporting sales.

Division manager compares progress on IS 
project for the division with milestones 
developed during the project’s initiation and 
feasibility phase. 

Chief information officer conveys organization’s 
business strategy to IS department and 
demonstrates how IS strategy supports the 
business strategy.

IS manager represents IS department at 
organization’s recruiting fair.

Division manager suggests an application of a 
new technology that improves the division’s 
operational efficiency.

Division manager, as project team leader, helps 
resolve design disagreements between division 
personnel who will be using the system and 
systems analysts who are designing it.

CIO allocates additional personnel positions to 
various departments based upon business 
strategy.

IS manager negotiates for additional personnel 
needed to respond to recent user requests for 
enhanced functionality in a system that is being 
implemented.

FIGURE I.4 Manager’s roles.
Source: Adapted from H. Mintzberg, The Nature of Managerial Work (New York: Harper & Row, 1973).



business organizes around these functions to coordinate them and to gain
economies of scale within specialized sets of tasks. Information first flows verti-
cally up and down between line positions and management; after analysis it may
be transmitted across other functions for use elsewhere in the company (see
Figure I.5).

Process View

Michael Porter of Harvard University describes a business in terms of the pri-
mary and support activities that are performed to create, deliver, and support a
product or service (see Figure I.6). The primary activities of inbound logistics,
operations, outbound logistics, marketing and sales, and service are chained
together in sequences that describe how a business transforms its raw materials
into value-creating products. This value chain is supported by common activities
shared across all the primary activities. For example, general management and
legal services are distributed among the primary activities. Improving coordina-
tion among activities increases business profit. Organizations that effectively man-
age core processes across functional boundaries will be winners in the
marketplace. IS are often the key to this process improvement and cross-func-
tional coordination. 

Both of the process and functional views are important to understanding IS.
The functional view is useful when similar activities must be explained, coordi-
nated, executed, or communicated. For example, understanding a marketing infor-
mation system means understanding the functional approach to business in general
and the marketing function in particular. The process view, on the other hand, is
useful when examining the flow of information throughout a business. For exam-
ple, understanding the information associated with order fulfillment or product
development or customer service means taking a process view of the business. This
text assumes that both views are important for participating in IS decisions.

Assumptions about Information Systems

Consider the components of an information system from the manager’s viewpoint,
rather than from the technologist’s viewpoint. Both the nature of information and
the context of an information system must be examined to understand the basic
assumptions of this text.
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Information Hierarchy

The terms data, information, and knowledge are often used interchangeably, but
have significant and discrete meanings within the knowledge management
domain. Tom Davenport, in his book Information Ecology, points out that getting
everyone in any given organization to agree on common definitions is difficult.
However, his work (summarized in Figure I.7) provides a nice starting point for
understanding the subtle, but important differences. 

The information hierarchy begins with data, or simple observations. Data are
a set of specific, objective facts or observations, such as “inventory contains 45
units.” Standing alone, such facts have no intrinsic meaning, but can be easily cap-
tured, transmitted, and stored electronically.

Information is data endowed with relevance and purpose.4 People turn data
into information by organizing it into some unit of analysis (e.g., dollars, dates, or
customers). Deciding on the appropriate unit of analysis involves interpreting the
context of the data and summarizing it into a more condensed form. Consensus
must be reached on the unit of analysis.

To be relevant and have a purpose, information must be considered within the
context that it is received and used. Because of differences in context, information
needs vary across the function and hierarchical level. For example, when consid-
ering functional differences related to a sales transaction, a marketing department
manager may be interested in the demographic characteristics of buyers, such as
their age, gender, and home address. A manager in the accounting department
probably won’t be interested in any of these details, but instead will want to know
details about the transaction itself, such as method of payment and date of pay-
ment. Similarly, information needs may vary across hierarchical levels. These needs
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FIGURE I.6 Process view of the firm: the value chain. 
Source: M. Porter, Competitive Advantage (New York: Free Press, 1985).

4 Peter F. Drucker, “The Coming of the New Organization,” Harvard Business Review
(January–February 1988), pp. 45–53.



are summarized in Figure I.8 and reflect the different activities performed at each
level. At the supervisory level, activities are narrow in scope and focused on pro-
duction or the execution of the business’s basic transactions. At this level, infor-
mation is focused on day-to-day activities that are internally oriented and accurately
defined in a detailed manner. The activities of senior management are much
broader in their scope. Senior management performs long-term planning and needs
information that is aggregated, externally oriented, and more subjective. The infor-
mation needs of middle managers in terms of these characteristics fall between the
needs of supervisors and senior management. Because information needs vary
across levels, a daily inventory report of a large manufacturing firm may serve as
information for a low-level inventory manager, whereas the CEO would consider
such a report to be merely data. A report does not necessarily mean information.
The context in which the report is used must be considered.

Knowledge is information synthesized and contextualized to provide value.
It is information with the most value. Knowledge consists of a mix of contextual
information, values, experiences, and rules. It is richer and deeper than informa-
tion, and more valuable because someone thought deeply about that information
and added his or her own unique experience, judgment, and wisdom. Knowledge
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Definition

Characteristics

Example

Data

Simple observations of 
the state of the world

• Easily structured

• Easily captured on  
 machines

• Often quantified

• Easily transferred

• Mere facts

Daily inventory report 
of all inventory items 
sent to the CEO of a 
large manufacturing 
company

Information

Data endowed with 
relevance and 
purpose

• Requires unit of   
 analysis

• Data that have been  
 processed

• Human mediation  
 necessary

Daily inventory report 
of items that are 
below economic order 
quantity levels sent to 
inventory manager

Knowledge

Information from the 
human mind 
(includes reflection, 
synthesis, context)

• Hard to structure

• Difficult to capture  
 on machines

• Often tacit

• Hard to transfer

Inventory manager 
knowing which items 
need to be reordered 
in light of daily 
inventory report, 
anticipated labor 
strikes, and a flood in 
Brazil that affects the 
supply of a major 
component.

FIGURE I.7 Comparison of data, information, and knowledge.
Source: Adapted from Thomas Davenport, Information Ecology (New York: Oxford University

Press, 1997).



also involves the synthesis of multiple sources of information over time.5 The
amount of human contribution increases along the continuum from data to infor-
mation to knowledge. Computers work well for managing data, but are less effi-
cient at managing information.

Some people think there is a fourth level in the information hierarchy, wisdom.
In this context, wisdom is knowledge, fused with intuition and judgment that facili-
tates the ability to make decisions.  Wisdom is that level of the information hierarchy
used by subject matter experts, gurus, and individuals with a high level of experience
who seem to “just know” what to do and how to apply the knowledge they gain. 

System Hierarchy

An information system comprises three main elements: technology, people, and process
(see Figure I.9).  When most people use the term information system, they actually
refer only to the technology element as defined by the organization’s infrastructure.
In this text the term infrastructure refers to everything that supports the flow and
processing of information in an organization, including hardware, software, data, and
network components, while architecture refers to the strategy implicit in these com-
ponents. These ideas will be discussed in greater detail in Chapter 6. Information
system is defined more broadly as the combination of technology (the “what”), peo-
ple (the “who”), and process (the “how”) that an organization uses to produce and man-
age information. In contrast, information technology (IT) focuses only on the technical
devices and tools used in the system. We define information technology as all forms
of technology used to create, store, exchange, and use information.

Above the information system itself is management, which oversees the design
and structure of the system and monitors its overall performance. Management
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Time Horizon

Level of Detail

Orientation

Decision

Top Management

Long: years

Highly aggregated 

Less accurate

More predictive

Primarily external

Extremely 
judgmental 

Uses creativity and 
analytical skills

Middle 
Management

Medium: weeks, 
months, years

Summarized

Integrated

Often financial

Primarily internal 
with limited external

Relatively 
judgmental

Supervisory and 
Lower-Level 
Management

Short: day to day

Very detailed 

Very accurate

Often nonfinancial

Internal

Heavy reliance on 
rules

FIGURE I.8 Information characteristics across hierarchical level.

5 Thomas H. Davenport, Information Ecology (New York: Oxford University Press, 1997), pp. 9–10.



develops the business requirements and the business strategy that the information
system is meant to satisfy. The system’s architecture provides a blueprint that trans-
lates this strategy into components, or infrastructure.6

c SUMMARY

The explosive growth of Internet-based businesses highlights the need for all managers to
be skilled in managing and using IS. It is no longer acceptable to delegate IS decisions to
the management information systems (MIS) department alone. The general manager must
be involved to both execute business plans and protect options for future business vision.
This chapter makes the case for general managers’ full participation in strategic business
decisions concerning IT. It outlines the skills required for such participation, and it makes
explicit certain key assumptions about the nature of business, management, and IS that will
underlie the remaining discussions. Subsequent chapters are designed to build on these con-
cepts by addressing the following questions: 

Frameworks and Foundations

• How should information strategy be aligned with business and organizational
strategies? (Chapter 1)

• How can a business achieve competitive advantages using its IS? (Chapter 2)

• What does it mean to align IT decisions with organizational decisions? (Chapter 3)

• How is the job of the individual in an organization affected by decisions concern-
ing IS? (Chapter 4)

• How might IS enable business transformation? (Chapter 5)
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Information Systems

People          Technology           Process

FIGURE I.9 System hierarchy.

6 Gordon Hay and Rick Muñoz, “Establishing an IT Architecture Strategy,” Information Systems
Management (Summer 1997).



Is Management Issues

• What are the components of an IT architecture? (Chapter 6) 

• How can electronic commerce contribute to business goals? (Chapter 7)

• What ethical and moral considerations bind the uses of information in business?
(Chapter 8)

• What is an IS organization? What are the components of IS strategy? How can a
manager effectively manage IS? (Chapter 9)

• How are IS funded within an organization? What are the total costs of ownership
of IS? (Chapter 10)

• What does it mean to manage a project? (Chapter 11)

• How should knowledge be managed within an organization? (Chapter 12) 

c KEY TERMS

c DISCUSSION QUESTIONS

1. Why is it important for a general manager to be knowledgeable about information technology?

2. Indicate whether each of the following is information, data, or knowledge:

a. A daily sales report of each sales transaction that is sent to the chief operating officer

b. A daily sales report of each sales transaction over $100,000 that is sent to the division
marketing manager

c. A monthly production report that is sent to shop floor supervisors who don’t use the
report because they believe the figures reported are outdated and inaccurate

d. An exception report of all accounts that are more than 90 days past-due, which is sent
to the Accounts Receivable Manager

e. A list of Social Security numbers

CASE STUDY I-1

TERRY CANNON, MBA*

Terry Cannon, a typical MBA, was about to graduate from a top-ten business school with
an MBA and a desire to change the world while growing a significant savings account. Terry
was debating among three job opportunities, each of which would be a big step up the pro-
fessional ladder from the associates job held when working for Impressive Consulting Group

architecture (p. 14)
data (p. 12)
information (p. 12)

information system (p. 14)
information technology

(p. 14)

infrastructure (p. 14)
knowledge (p. 13)
wisdom (p. 14)

16 c Introduction

*The names in this case are fictitious. This case is written to highlight administrative issues relevant
to general managers, and any resemblance to real individuals or organizations is coincidental.



(ICG) prior to returning to school to get an MBA. Terry wasn’t sure which job to take, in
part because Terry didn’t feel the MBA classes at the business school had been enough prepa-
ration in information systems. 

Terry started business school after four years of experience at Impressive Consulting
Group (ICG), a global consulting organization with practices in virtually every major city
in the world. Terry worked in the Dallas office as an associate right out of undergradu-
ate school, with a degree in business with a concentration in marketing. Terry had worked
on a number of interesting strategic marketing projects while at ICG. Terry was just com-
pleting a standard MBA program after two years of full-time study, and a summer work-
ing for MFG Corporation, a large manufacturing company in the Midwest. The internship
at MFG Corporation involved working with the new Web marketing group, which Terry
chose in order to see just how a company like MFG takes advantage of the Web. At the
same time, Terry hoped to become more proficient in Web and Internet technologies. The
experience at MFG’s Web marketing group, however, only made Terry more anxious, high-
lighting how much more was involved in information systems and the Web than previously
thought. Terry returned to business school in the fall of the second year wondering just how
much information systems knowledge would be needed in future jobs. Further, Terry felt
that becoming a knowledgeable participant in information decisions was critical to success
in the fast-paced Internet-based business world awaiting after graduation.

Terry wondered just what type of information systems knowledge was needed for each
of the three jobs under consideration. All three jobs involved competitive salary, signing
bonus, and stock/retirement benefits, so the decision came down to the knowledge needed
to be a success on the job. The three jobs are summarized as follows.

1. Return to ICG as a consultant. This job was attractive to Terry because it meant
returning to a former employer. Terry had left in good standing and liked the company
that rewarded innovation and supported learning and growth among consultants. Terry
figured a partnership was possible in the future. As a consultant, Terry could live any-
where and travel to the client site four days a week. The fifth day each week, Terry
would be able to work at home, or if desired, in a company office. As a consultant,
Terry initially thought engagements in strategic marketing would be the most interest-
ing. ICG had a strong programming group that was brought into each engagement to
do the programming and systems analysis work. The consultant role involved under-
standing client concerns and assisting in building a marketing strategy. Virtually all of
the projects would have some Internet component, if not entirely about building an
Internet presence. This challenge interested Terry, but based on the summer job expe-
rience, Terry wondered just how much technical skill would be required of the con-
sultants in this arena.

2. Join start-up InfoMicro. Several of Terry’s friends from business school were joining
together to form a new start-up company on the Internet. This business plan for this
company projected that InfoMicro would be one of only two Internet start-ups in their
marketplace, giving the company good position and great opportunity for growth. The
business plan showed the company intending to go public through an IPO as early as
three years after inception, and Terry believed they could do it. Terry would join as VP
of marketing, supplementing the other three friends who would hold president, VP of
finance, and VP of operations positions. The friends who would be president and
finance VP were just completing a techno-MBA at Terry’s school, and would provide
the technical competence needed to get InfoMicro on the Web. Terry would focus on
developing customers and setting marketing strategy, eventually building an organiza-
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tion to support that operation as necessary. Because InfoMicro was a Web-based busi-
ness, Terry felt a significant amount of information systems knowledge would be
required of a successful marketing executive.

3. Return to MFG Corporation. The job would be to join the marketing department as a
manager responsible for new customer development. Many of MFG corporation’s cus-
tomers were older, established companies like MFG Corporation itself, but new cus-
tomers were likely to be start-ups, newer, up-and-coming companies, or highly
successful new companies like Cisco or Dell. Terry felt that some knowledge of informa-
tion systems would be necessary simply to provide innovative interaction mechanisms
such as customer Web pages. Terry knew that discussions with the MFG information
systems group would be necessary in order to build these new interfaces. How knowl-
edgeable must Terry be of information systems issues in order to hold this job?

As spring break approached, Terry knew a decision had to be made. Recruiters from all
three companies had given Terry a deadline of the end of break week, and Terry wasn’t at
all sure which job to take. All sounded interesting, and all were reasonable alternatives for
Terry’s next career move. 

Discussion Questions

1. For each position Terry is considering, what types of information systems knowledge
do you think Terry would need?

2. How could Terry be a knowledgeable participant in each of the three jobs? What
would it mean to be a knowledgeable participant in each job? Give an example for
each job.

3. As a marketing major and an MBA, is Terry prepared for the work world awaiting?
Why or why not?

CASE STUDY I-2

ANYGLOBAL COMPANY INC.*

Memo

To: Chris Bytemaster, CIO

From: Ms. Hazel Hasslefree, CEO

It seems that the article “IT Doesn’t Matter” by Nicholas Carr (Harvard Business Review, May
2003) has caught the attention of several of our Board of Directors. I have been asked to pre-
pare a short presentation about what the article means to our company and whether IT does,
in fact, matter in our company.

Would you please prepare a short report, about a page or two, that I can use as a basis for
my presentation to them?  Would you please summarize the Carr article and respond to the
major points that he raises?

Thanks.
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c1CHAPTER

THE INFORMATION
SYSTEMS STRATEGY
TRIANGLE

National Linen Service, a supplier of linen for restaurants and hotels, found itself
facing poor earnings due to increased competition and a weak economy. The com-
pany decided to create a strategic systems department in an attempt to increase its
competitiveness and lower costs. The new systems department installed a program
called Boss. Unfortunately, rather than notifying the contract department when cus-
tomer contracts expired, Boss was programmed to simply drop expired customers
from the database. Needless to say, National Linen’s bottom line worsened. National
Linen Service failed to take into account the unintended consequences of installing
an information system and the effects it would have on its business strategy and
organizational design.

This case emphasizes the point made in the Introduction: It is imperative that
general managers take a role in decisions about information systems (IS). Even
though it is not necessary for a general manager to understand all technologies, it
is necessary to aggressively seek to understand the consequences of using tech-
nologies relevant to the business’s environment. General managers who leave the
IS decisions solely to their IS professionals often put themselves and their com-
panies at a disadvantage. Although IS can facilitate the movement and exchange
of information, an information system that is inappropriate for a given operating
environment can actually inhibit and confuse that same exchange. A management
information system (MIS) is not an island within a firm. MIS manages an infra-
structure that is essential to the firm’s functioning.

This chapter introduces a simple framework for understanding the impact of IS
on organizations. This framework is called the Information Systems Strategy
Triangle because it relates business strategy with IS strategy and organizational strat-
egy. This chapter also presents key frameworks from organization theory that describe
the context in which MIS operates, as well as the business imperatives that MIS sup-
ports. Students with extensive background in organizational behavior and business
strategy will find this a useful review of key concepts. The Information Systems
Strategy Triangle presented in Figure 1.1 suggests three key points about strategy.
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Successful firms have an overriding business strategy that drives both organi-
zational strategy and IS strategy. The decisions made regarding the structure, hir-
ing practices, and other components of the organizational strategy, as well as
decisions regarding applications, hardware, and other IS components, are all driven
by the firm’s business objectives, strategies, and tactics. Successful firms carefully
balance these three strategies—they purposely design their organization and their
IS strategies to complement their business strategy. 

IS strategy can itself affect and is affected by changes in a firm’s business and
organizational strategies. In order to perpetuate the balance needed for success-
ful operation, changes in the IS strategy must be accompanied by changes in both
the organizational and overall business strategy. If a firm designs its business strat-
egy to use IS to gain strategic advantage, the leadership position in IS can only be
sustained by constant innovation. The business, IS, and organizational strategies
must constantly be adjusted. 

IS strategy always involves consequences—intended or not—within business
and organizational strategies. Avoiding harmful unintended consequences means
remembering to consider business and organizational strategies when designing IS
deployment. For example, placing computers on employee desktops without an
accompanying set of changes to job descriptions, process design, compensation
plans, and business tactics will fail to produce the anticipated productivity improve-
ments. Success can only be achieved by specifically designing all three components
of the strategy triangle. 

A word of explanation is needed. This chapter and subsequent chapters in this
book address questions of IS strategy squarely within the context of business strat-
egy. Studying business strategy alone is something better done in other texts and
courses. However, to provide foundation for IS discussions, this chapter summa-
rizes several key business strategy frameworks, as well as organizational theories.
Studying IS alone does not provide general managers with the appropriate per-
spective. In order to be effective, managers need a solid sense of how IS are used
and managed within the organization. Studying details of technologies is also out-
side the scope of this text. Details of the technologies are relevant, of course, and
it is important that any organization maintain a sufficient knowledge base to plan
for and operate applications. However, because technologies change so rapidly,
keeping a text current is impossible. Therefore this text takes the perspective that
understanding what questions to ask is a skill more fundamental to the general man-
ager than understanding any particular technology. This text provides readers with
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an appreciation of the need to ask questions, a framework from which to derive
the questions to ask, and a foundation sufficient to understand the answers received.
The remaining book chapters all build upon the foundation provided in the
Information Systems Strategy Triangle.

cBRIEF OVERVIEW OF BUSINESS STRATEGY FRAMEWORKS

A strategy is a plan. A business strategy is a well-articulated vision of where a busi-
ness seeks to go and how it expects to get there. It is the form by which a business
communicates its goals. Management constructs this plan in response to market
forces, customer demands, and organizational capabilities. Market forces create the
competitive situation for the business. Some markets, such as those faced by air-
lines, makers of personal computers, and issuers of credit cards, are characterized
by many competitors and a high level of competition such that product differenti-
ation becomes increasingly difficult. Other markets, such as those for package deliv-
ery, automobiles, and petroleum products, are similarly characterized by high
competition, but product differentiation is better established. Customer demands
comprise the wants and needs of the individuals and companies who purchase the
products and services available in the marketplace. Organizational capabilities
include the skills and experience that give the corporation a currency that can add
value in the marketplace.

Several well-accepted models frame the discussions of business strategy. We
review (1) the Porter generic strategies framework and two variants of its differ-
entiation, and (2) D’Aveni’s hypercompetition model.1 The end of this section intro-
duces key questions a general manager must answer in order to understand the
strategy of the business. 

The Generic Strategies Framework

Companies sell their products and services in a marketplace populated with com-
petitors. Michael Porter’s framework helps managers understand the strategies they
may choose to build a competitive advantage. In his book Competitive Advantage,
Porter claims that the “fundamental basis of above-average performance in the long
run is sustainable competitive advantage.”2 Porter identifies three primary strategies
for achieving competitive advantage: (1) cost leadership, (2) differentiation, and (3)
focus. These advantages derive from the company’s relative position in the market-
place, and they depend on the strategies and tactics employed by competitors. Figure
1.2 summarizes these three strategies for achieving competitive advantage.

Cost leadership results when the organization aims to be the lowest-cost pro-
ducer in the marketplace. The organization enjoys above-average performance by
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minimizing costs. The product or service offered must be comparable in quality to
those offered by others in the industry so that customers perceive its relative value.
Typically, only one cost leader exists within an industry. If more than one organi-
zation seeks advantage with this strategy, a price war ensues, which eventually may
drive the organization with the higher cost structure out of the marketplace.
Through mass distribution, economies of scale, and IS to generate operating effi-
ciencies, Wal-Mart epitomizes the cost-leadership strategy.

Through differentiation, the organization qualifies its product or service
in a way that allows it to appear unique in the marketplace. The organization
identifies which qualitative dimensions are most important to its customers, and
then finds ways to add value along one or more of those dimensions. In order
for this strategy to work, the price charged customers by the differentiator must
seem fair relative to the price charged by competitors. Typically, multiple firms
in any given market employ this strategy. Progressive Insurance is able to dif-
ferentiate itself from other automobile insurance companies by breaking out of
the industry mold. Its representatives are available 24/7 (i.e., 24 hours a day, 7
days a week) to respond to accident claims. They arrive at an accident scene
shortly after the accident with powerful laptops, intelligent software, and the
authority to settle claims on the spot. This strategy spurred Progressive’s growth
and widened its profit margins.

Focus allows an organization to limit its scope to a narrower segment of the
market and tailor its offerings to that group of customers. This strategy has two vari-
ants: (1) cost focus, in which the organization seeks a cost advantage within its seg-
ment, and (2) differentiation focus, in which it seeks to distinguish its products or
services within the segment. This strategy allows the organization to achieve a local
competitive advantage, even if it does not achieve competitive advantage in the mar-
ketplace overall. As Porter explains:
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FIGURE 1.2 Three strategies for achieving competitive advantage.
Source: M. Porter, Competitive Strategies (New York: Free Press, 1998).



The focuser can thus achieve competitive advantage by dedicating itself to the seg-
ments exclusively. Breadth of target is clearly a matter of degree, but the essence of
focus is the exploitation of a narrow target’s differences from the balance of the indus-
try. Narrow focus in and of itself is not sufficient for above-average performance.3

Marriott International demonstrates focus in the business and related IS strate-
gies of two of its hotel chains. To better serve its business travelers and cut oper-
ational expenses, the Marriott chain is considering expanding the Marriott Reward
system to include check-in kiosks. A guest could swipe a credit card or Marriott
Rewards card at the kiosk in the lobby and receive a room assignment and keycard
from the machine. The kiosk system would be integrated with other systems such
as billing and customer relationship management (CRM) to generate operating effi-
ciencies and enhanced corporate standardization. The kiosks would help the
Marriott chain implement its cost focus. 

In contrast, kiosks in the lobby would destroy the feeling that the Ritz-Carlton
chain, acquired by Marriott in 1995, is trying to create. To the Ritz-Carlton chain,
CRM means capturing and using information about guests, such as their prefer-
ence for wines, a hometown newspaper, or a sunny room. Each Ritz-Carlton
employee is expected to promote personalized service by identifying and record-
ing individual guest preferences. To demonstrate how this rule could be imple-
mented, a waiter, after hearing a guest exclaim that she loves tulips, could log the
guest’s comments into the Ritz-Carlton CRM system called “Class.” On her next
visit to a Ritz-Carlton hotel, tulips could be placed in the guest’s room after query-
ing Class to learn more about her as her visit approaches. Class, the CRM, is instru-
mental in helping the Ritz-Carlton chain implement its differentiation focus.4

Variants on the Differentiation Strategy

Porter’s generic strategies are fundamental to an understanding of how organi-
zations create competitive advantage. Several variations of his differentiation
strategy, including the shareholder value model and the unlimited resources
model, are useful for further analyzing sources of advantage. D’Aveni also
describes these “arenas of competition” as the timing and knowledge advantage
and the deep pockets advantage.

The shareholder value model holds that the timing of the use of specialized
knowledge can create a differentiation advantage as long as the knowledge remains
unique.5 This model suggests that customers buy products or services from an
organization to have access to its unique knowledge. The advantage is static, rather
than dynamic, because the purchase is a one-time event.
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The unlimited resources model utilizes a large base of resources that allow
an organization to outlast competitors by practicing a differentiation strategy. An
organization with greater resources can manage risk and sustain losses more eas-
ily than one with fewer resources. This deep-pocket strategy provides a short-term
advantage only. If a firm lacks the capacity for continual innovation, it will not sus-
tain its competitive position over time.

Porter’s generic strategies model and its variants are useful for diagnostics or
understanding how a business seeks to profit in its chosen marketplace, and for pre-
scriptions, or building new opportunities for advantage. They reflect a careful balancing
of countervailing competitive forces posed by buyers, suppliers, competitors, new
entrants, and substitute products and services. As is the case with many models, they
offer managers useful tools for thinking about strategy. However, the Porter models
were developed at a time when competitive advantage was sustainable because the
rate of change in any given industry was relatively slow and manageable. Since the
late 1980s when this framework was at the height of its popularity, several newer mod-
els were developed to take into account the increasing turbulence and velocity of the
marketplace. In particular, the hypercompetition model offers managers an especially
useful tool for conceptualizing their organization’s strategy in turbulent environments. 

Hypercompetition and the New 7 Ss Framework

Discussions of hypercompetition6 take a perspective different from the previous
models. Those models focus on creating and sustaining competitive advantage,
whereas hypercompetition models suggest that the speed and aggressiveness of
the moves and countermoves in any given market create an environment in which
advantages are “rapidly created and eroded.”7 This perspective works from the fol-
lowing assumptions:

• Every advantage is eroded. Advantages only last until competitors have
duplicated or outmaneuvered them. Once an advantage is no longer an
advantage, it becomes a cost of doing business.

• Sustaining an advantage can be a deadly distraction. Some companies
can extend their advantages and continue to enjoy the benefits, but sus-
taining an advantage can take attention away from developing new ones.

• The goal of advantage should be disruption, not sustainability. A com-
pany seeks to stay one step ahead through a series of temporary advan-
tages that erode competitors’ positions, rather than by creating a
sustainable position in the marketplace.

• Initiatives are achieved with a series of small steps. Competitive cycles
are shorter now, and new advantages must be achieved quickly.
Companies focus on creating the next advantage before the benefits of
the current advantage erode.

24 c Chapter 1 The Information Systems Strategy Triangle

6 R. D’Aveni, Hypercompetition: Managing the Dynamics of Strategic Maneuvering (New York: Free
Press, 1994).
7 Ibid.



D’Aveni identified four arenas in which firms seek to achieve competitive
advantage under hypercompetition: (1) cost/quality, (2) timing/know-how, (3)
strongholds, and (4) deep pockets. His framework suggests seven approaches an
organization can take in its business strategy. Figure 1.3 summarizes this model.

D’Aveni’s model describes the strategies companies can use to disrupt com-
petition, depending on their particular capabilities to seize initiative and pursue tac-
tics that can create a series of temporary advantages. For the purposes of this book,
we briefly summarize his 7 Ss8 in Figure 1.4.

The 7 Ss are a useful model for identifying different aspects of a business strat-
egy and aligning them to make the organization competitive in the hypercompet-
itive arena of business in the millennium. This framework helps assess competitors’
strengths and weaknesses, as well as build a roadmap for the company’s strategy
itself. Using this model, managers can identify new organizational responses to their
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Vision for Disruption

Identifying and creating opportunities for 
temporary advantage through understanding 
 -   Stakeholder Satisfaction 
 -   Strategic Soothsaying 
directed at identifying new ways to serve 
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that are not currently served by others

Capability for Disruption

Sustaining momentum by developing 
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 -   Speed 
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that can be applied across actions 
to build temporary advantages

Tactics for Disruption
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 -   Shifting the rules 
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     strategic thrusts 
with actions that shape, mold, or influence  
the direction or nature of the competitor's 
response

Market 
Disruption

FIGURE 1.3 Disruption and the new 7 Ss.
Source: R. D’Aveni, Hypercompetition: Managing the Dynamics of Strategic Maneuvering (New York:
Free Press, 1994).

8 The “old” 7 Ss of competitive advantage—structure, strategy, systems, style, skills, staff, and 
superordinate goals—entered business literature in a paper by R. Waterman, T. Peters, and 
J. Phillips, “Structure Is Not Organization,” Business Horizons (June 1980). D’Aveni used these as a
point of reference in deriving his “new” 7 Ss under hypercompetition.



competition, as well as new opportunities that extend their current strengths. This
model is particularly useful in markets where the rate of change makes sustaining
a business strategy difficult. It suggests that a business strategy must be continu-
ously redefined in order to be successful.

An application of the hypercompetition model is the destroy your business
(DYB) approach to strategic planning that was implemented by Jack Welch at
General Electric (GE). Welch recognized that GE could only sustain its com-
petitive advantage for a limited time as competitors attempted to outmaneuver
GE. He knew that if GE didn’t identify its weaknesses, its competitors would rel-
ish doing so. DYB is an approach that places GE employees in the shoes of their
competitors. Through the DYB lenses, GE employees develop strategies to
destroy GE’s competitive advantage. Then, in light of their revelations, they apply
the grow your business (GYB) strategy to find fresh ways to reach new customers
and better serve existing ones. The goal of the DYB planning approach is the com-
plete disruption of current practices, so that GE can take actions to protect its
business before competitors hone in on its weaknesses. The implicit assumption
underlying DYB is that GE would not be able to sustain its position in the mar-
ketplace over the long term.

GE’s Medical Systems Division used DYB to respond to the challenges posed
by the Internet.9 In doing so it applied four of D’Aveni’s 7 Ss: positioning for speed,

26 c Chapter 1 The Information Systems Strategy Triangle

Approach Definition

Superior stakeholder satisfaction Understanding how to maximize customer
satisfaction by adding value strategically

Strategic soothsaying Seeking out new knowledge that can pre-
dict or create new windows of opportunity

Positioning for speed Preparing the organization to react as
quickly as possible

Positioning for surprise Preparing the organization to respond to
the marketplace in a manner that will sur-
prise competitors

Shifting the rules of competition Finding new ways to serve customers
which transform the industry

Signaling strategic intent Communicating the intended actions of a
company, in order to stall responses by
competitors

Simultaneous and sequential strategic thrusts Taking a series of steps designed to stun
and confuse competitors in order to disrupt
or block their efforts

FIGURE 1.4 D’Aveni’s new 7 Ss.

9 M. Levinson, “Destructive Behavior,” CIO Magazine (July 15, 2000), available at 
http://www.cio.com /archive/071500_destructive_content.html.



superior stakeholder satisfaction, shifting the rules of competition, and strategic
soothsaying. In 1999, this manufacturer was leading its industry in sales of MRI,
CT scan, ultrasound, and mammography machines. Web sites such as WebMD,
Neoforma, and MediBuy were aggregating unbiased information about machines
manufactured by GE Medical Systems and its competitors into a single Web site
that reached both current and potential GE customers. In the Web sites of these
dot-coms, GE appeared to be just another vendor. To offer an alternative to these
third-party Web sites, GE Medical Systems reacted as quickly as possible (posi-
tioning for speed) to bring GEMedicalSystems.com online with services specifi-
cally designed for the Internet. For example, the Web site allowed medical
technicians to download and test software for upgrading their MRIs. If pleased at
the end of the 30-day trial period, these customers could buy the upgrade. The
Web site also enabled GE Medical Systems to monitor the productivity of its cus-
tomers’ equipment in real time via the Web, to provide personalized capacity man-
agement analysis, and to offer the services of its specialists to remedy mechanical
problems that they observed. These services created superior stakeholder satis-
faction and shifted the rules of competition in their industry.

Strategic soothsaying was demonstrated when Tip TV, GE Medical Systems’
satellite television network that broadcasts programs to teach doctors and clini-
cians how to use GE equipment to perform medical procedures, went online.
Originally, doctors and clinicians signed up six weeks prior to a Tip TV class and
then waited several weeks to get their exam results at the end of the course. After
Tip TV went online, those seeking to take the class could sign up online anytime,
take tests in real-time, and get their results immediately. More importantly, con-
tent was expanded by partnership with an Internet start-up, Health Dream, to pro-
vide access to educational material offered by the New England Journal of
Medicine.

Why Are Strategic Advantage Models Essential to Planning for
Information Systems?

A general manager who relies solely on IS personnel to make IS decisions may
not only give up any authority over IS strategy, but also may hamper crucial
future business decisions. In fact, business strategy should drive IS decision mak-
ing, and changes in business strategy should entail reassessments of IS.
Moreover, changes in IS potential should trigger reassessments of business strat-
egy—as in the case of the Internet, where companies that failed to understand
or consider its implications for the marketplace were quickly outpaced by com-
petitors who had. For the purposes of our model, the Information Systems
Strategy Triangle, understanding business strategy means answering the fol-
lowing questions:

1. What is the business goal or objective?

2. What is the plan for achieving it? What is the role of IS in this plan?

3. Who are the crucial competitors and cooperators, and what is required
of a successful player in this value net?
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Framework Key Idea Application to Information Systems

Porter’s generic Firms achieve Understanding which strategy is chosen 
strategies competitive advantage by a firm is critical to choosing IS to 
framework through cost leadership, complement that strategy.

differentiation, or 
focus.

D’Aveni’s Speed and aggressive The 7 Ss give the manager suggestions 
hypercompetition moves and counter- on what moves and countermoves to 
model moves by a firm make. IS are critical to achieve the 

create speed needed for these moves.
competitive advantage.

FIGURE 1.5 Summary of key strategy frameworks.

Porter’s generic strategies and D’Aveni’s hypercompetition and 7 Ss frame-
works (summarized in Figure 1.5) are revisited in the next few chapters. They
are especially helpful in discussing the role of IS in building and sustaining com-
petitive advantages (Chapter 2), and for incorporating IS into business strat-
egy. The next section of this chapter establishes a foundation for understanding
organizational strategies.

cBRIEF OVERVIEW OF ORGANIZATIONAL STRATEGIES

Organizational strategy includes the organization’s design as well as the choices
it makes to define, set up, coordinate, and control its work processes. The organi-
zational strategy is a plan that answers the question: “How will the company organ-
ize in order to achieve its goals and implement its business strategy?” A few of the
many models of organizational strategy are reviewed in this section.

A simple framework for understanding the design of an organization is the busi-
ness diamond, introduced by Leavitt and embellished by Hammer and Champy.10

Shown in Figure 1.6, the business diamond identifies the crucial components of
an organization’s plan as its business processes, its values and beliefs, its manage-
ment control systems, and its tasks and structures. This simple framework is use-
ful for designing new organizations and for diagnosing organizational troubles. For
example, organizations that try to change their cultures but fail to change the way
they manage and control cannot be effective.

A complementing framework to the business diamond for organizational
design can be found in the book by Cash, Eccles, Nohria, and Nolan, Building
the Information Age Organization.11 This framework, shown in Figure 1.7, sug-
gests that the successful execution of a business’s organizational strategy com-
prises the best combination of organizational, control, and cultural variables.
Organizational variables include decision rights, business processes, formal

10 M. Hammer and J. Champy, Reengineering the Corporation (New York: HarperBusiness, 1994).
11 Cash, Eccles, Nohria, and Nolan, Building the Information Age Organization (Homewood, IL:
Richard D. Irwin, 1994).



reporting relationships, and informal networks. Control variables include the
availability of data, the nature and quality of planning, and the effectiveness of
performance measurement and evaluation systems, and incentives to do good
work. Cultural variables comprise the values of the organization. These organi-
zational, control, and cultural variables are managerial levers used by decision
makers to effect changes in their organizations.

Our objective is to give the manager a set of frameworks to use in evaluating
various aspects of organizational design. Using these frameworks, the manager can
review the current organization and assess which components may be missing and
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Source: M. Hammer and J. Champy, Reengineering the Corporation (New York: Harper Business, 1994).
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what options are available looking forward. Understanding organizational strategy
means answering the following questions:

1. What are the important structures and reporting relationships within the
organization?

2. What are the characteristics, experiences, and skill levels of the people
within the organization? 

3. What are the key business processes?

4. What control systems are in place?

5. What is the culture of the organization?

The answers to these questions inform any assessment of the organization’s use
of IS. Chapters 3, 4, and 5 use the organizational theory frameworks, summarized
in Figure 1.8, to assess the impact of MIS on the firm.

cBRIEF OVERVIEW OF INFORMATION SYSTEMS STRATEGY

IS strategy is the plan an organization uses in providing information services.
IS allows a company to implement its business strategy. Business strategy is a
function of competition (What does the customer want and what does the com-
petition do?), positioning (In what way does the firm want to compete?), and
capabilities (What can the firm do?); IS help determine the company’s capa-
bilities. An entire chapter is devoted to IT architecture, but for now a more
basic framework will be used to understand the decisions related to IS that an
organization must make.
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Framework Key Idea Usefulness in IS Discussions

Business diamond There are 4 key Using IS in an organization will affect 
components to an each of these components. Use this 
organization: business framework to identify where these 
processes, values and impacts are likely to occur.
beliefs, management 
control systems, and 
tasks and structures.

Managerial levers Organizational This is a more detailed model than the 
variables, control Business diamond and gives specific 
variables, and areas where IS can be used to manage 
cultural variables are the organization and to change the 
the levers managers organization.
can use to affect change
in their organization.

FIGURE 1.8 Summary of organizational strategy frameworks.



The purpose of the matrix in Figure 1.9 is to give the manager a high-level
view of the relation between the four IS infrastructure components and the other
resource considerations that are key to IS strategy. Infrastructure includes hard-
ware, such as desktop units and servers. It also includes software, such as the pro-
grams used to do business, to manage the computer itself, and to communicate
between systems. The third component of IS infrastructure is the network, which
is the physical means by which information is exchanged among hardware com-
ponents, such as through a modem and dial-up network (in which case the service
is actually provided by a vendor such as AT&T), or through a private digital net-
work (in which case the service is probably provided by an internal unit). Finally,
the fourth part of the infrastructure is the data. The data are the actual informa-
tion, the bits and bytes stored in the system. In current systems, data are not nec-
essarily stored alongside the programs that use them; hence, it is important to
understand what data are in the system and where they are stored. Many more
detailed models of IS infrastructure exist, and interested readers may refer to any
of the dozens of books that describe them. For the purposes of this text, the matrix
will provide sufficient information to allow the general manager to assess the crit-
ical issues in information management.
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What Who Where

Hardware List of physical Individuals who Physical location
components of the use it
system Individuals who 

manage it

Software List of programs, Individuals who What hardware it 
applications, and use it resides upon and 
utilities Individuals who where that 

manage it hardware is 
located

Networking Diagram of how Individuals who Where the nodes 
hardware and use it are located, where 
software components Individuals who the wires and 
are connected manage it other transport 

Company from media are located
whom service is 
obtained

Data Bits of information Individuals who Where the 
stored in the system own it information 

Individuals who resides
manage it

FIGURE 1.9 Information systems strategy matrix.



c FOOD FOR THOUGHT: ECONOMICS OF INFORMATION VS.

ECONOMICS OF THINGS

In their book, Blown to Bits, Evans and Wurster argue that every business is in the
information business.12 Even those businesses not typically considered to be infor-
mation businesses have business strategies in which information plays a critical role.
The physical world of manufacturing is shaped by information that dominates prod-
ucts as well as processes. For example, a high-end Mercedes automobile contains
as much computing power as a midrange personal computer. Information-inten-
sive processes in the manufacturing and marketing of the automobile include mar-
ket research, logistics, advertising, and inventory management.

As our world is reshaped by information-intensive industries, it becomes even
more important for business strategies to differentiate the timeworn economics of
things from the evolving economics of information. Things wear out; things can be
replicated at the expense of the manufacturer; things exist in a tangible location.
When sold, the seller no longer owns the thing. The price of a thing is typically
based on production costs. In contrast, information never wears out, though it can
become obsolete or untrue. Information can be replicated at virtually no cost with-
out limit; information exists in the ether. When sold, the seller still retains the infor-
mation, but this ownership provides little value if the ability of others to copy it is
not limited. Finally, information is often costly to produce, but cheap to reproduce.
Rather than pricing it to recover the sunk cost of its initial production, its price is
typically based on the value to the consumer. Figure 1.10 summarizes the major
differences between the economics of goods and the economics of information.

Evans and Wurster suggest that traditionally the economics of information has
been bundled with the economics of things. However, in this Information Age, firms
are vulnerable if they do not separate the two. The Encyclopædia Britannica story
serves as an example. Bundling the economics of things with the economics of infor-
mation made it difficult for Encyclopædia Britannica to gauge the threat posed by
Encarta, the encyclopedia on CD-ROM that was given away to promote the sale of
computers and peripherals. Britannica focused on its centuries-old tradition of 
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FIGURE 1.10 Comparison of the economics of things with the economics of information.



providing information in richly bound tomes sold to the public through a well-trained
sales force. Only when it was threatened with its very survival did Encyclopædia
Britannica grasp the need to separate the economics of information from econom-
ics of things, and sell bits of information online. Clearly Encyclopædia Britannica’s
business strategy, like that of many other companies, needed to reflect the differ-
ence between the economics of things from the economics of information.13

c SUMMARY

The Information Systems Strategy Triangle represents a simple framework for understand-
ing the impact of IS on businesses. It relates business strategy with IS strategy and organi-
zational strategy and implies the balance that must be maintained in business planning. The
Information Systems Strategy Triangle suggests the following management principles:

Business Strategy

Business strategy drives organizational strategy and IS strategy. The organization and its IS
should clearly support defined business goals and objectives. 

• Definition: A well-articulated vision of where a business seeks to go and how it
expects to get there

• Models: Porter’s generic strategies model; D’Aveni’s hypercompetition model

Organizational Strategy

Organizational strategy must complement business strategy. The way a business is organ-
ized either supports the implementation of its business strategy or it gets in the way.

• Definition: The organization’s design, as well as the choices it makes to define, set
up, coordinate, and control its work processes

• Models: Business diamond; managerial levers

IS Strategy

IS strategy must complement business strategy. When IS support business goals, the busi-
ness appears to be working well. IS strategy can itself affect and is affected by changes in a
firm’s business and organizational strategies. Moreover, information systems strategy always
has consequences—intended or not—on business and organizational strategies.

• Definition: The plan the organization uses in providing information systems and
services

• Models: A basic framework for understanding IS decisions relating architecture
(the “what”) and the other resource considerations (“who” and “where”) that rep-
resent important planning constraints 

Strategic Relationships

Organizational strategy and information strategy must complement each other. They must
be designed so that they support, rather than hinder each other. If a decision is made to
change one corner of the triangle, it is necessary to evaluate the other two corners to ensure
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available at http://www.fastcompany.com/online/56/fasttalk.html. 

that balance is preserved. Changing business strategy without thinking through the effects
on the organizational and IS strategies will cause the business to struggle until balance is
restored. Likewise, changing IS or the organization alone will cause an imbalance.

c KEY TERMS 

c DISCUSSION QUESTIONS

1. Why is it important for business strategy to drive organizational strategy and IS strategy?
What might happen if business strategy was not the driver?

2. Suppose managers in an organization decided to hand out laptop computers to all sales-
people without making any other formal changes in organizational strategy or business strat-
egy. What might be the outcome? What unintended consequences might occur?

3. Consider a traditional manufacturing company that wanted to take advantage of the
Internet and the Web. What might be a reasonable business strategy and how would orga-
nizational and IS strategy need to change?

4. This chapter describes key components of an IS strategy. Describe the IS strategy of a
consulting firm using the matrix framework. 

5. What does this tip from Fast Company mean: “The job of the CIO is to provide organi-
zational and strategic flexibility”?14

CASE STUDY 1-1

ROCHE’S NEW SCIENTIFIC METHOD

For years, the Swiss pharmaceutical giant, Roche Group, pitted veteran scientific teams
against one another. The competing teams were mandated to fight one another for
resources. That proud, stubborn culture helped Roche develop blockbuster drugs such as
Valium and Librium. But, Roche’s ultracompetitive approach made it almost impossible to
abandon faltering projects, because scientists’ careers were so wrapped up in them.
Researchers were tempted to hoard the technical expertise they picked up along the way,
since sharing might allow others to catch up. In 1998, the company replaced its gladiator
mentality with a more collaborative style of teamwork—especially in the chaotic, booming
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new field of genomics. So Roche began running ads in the back pages of Science magazine,
looking for a new breed of researcher—people who were starting out, who could reinvent
themselves as job opportunities changed. 

For Roche, these are thrilling times. Week by week, new breakthroughs in genomics and
molecular biology are upending the way it hunts for new drugs. It’s now possible to pursue new
drug targets with a speed and gusto that would have been unimaginable a few years ago. It’s
possible to size up toxicity risks earlier than ever. And it’s becoming possible to match up drugs
with the people who are best suited for them, ushering in an era of customized medicines. 

But the genomics revolution is incredibly jarring as well. In fact, reckoning with its impact
demands a fresh start in the fundamentals of innovation and R&D. Old ways of managing proj-
ects don’t make sense. Roche can now run 1 million genomics experiments a day, churning out
enough data to overwhelm every computer it owns. Research teams that once spent years look-
ing for a single good idea now face hundreds or even thousands of candidates. Without a clear
way to handle all of this information, it’s possible to drown in the data. 

Still, at the highest levels of Roche, there is real excitement about what lies ahead. At a
media briefing last August, Roche Group chairman and CEO Franz Humer declared, “Look
at this revolution of genetics, genomics, and proteomics. It’s becoming ever clearer that we
will be able to identify early the predisposition of people to disease—and to monitor and
treat them more effectively. We’ll develop markers for cancer. That will lead to better test
kits and to new pharmaceuticals.” 

So what is the right way to reconfigure a company when breakthrough technology shows
up on its doorstep? Step inside Roche’s U.S. pharmaceuticals headquarters, and you’ll see
how that adjustment is taking place. It begins with something as basic—and hard—as
embracing the excitement of having way too much data, too fast. It goes on to include new
thinking about the best ways to build teams, hire people, and create a culture where failure
is all right, as long as you fail fast. The only way to embrace a technological revolution, Roche
has discovered, is to unleash an organizational revolution. 

Learning to Swim in a Deluge of Data 

In the genomics explosion, think of the GeneChip as the detonator. To the unaided eye, it is
merely a carefully mounted piece of darkened glass, barely bigger than your thumbnail. Look
closely, though, and you can see countless tiny markings on that glass. Each mark represents
the essence of a human gene—assembled one amino acid at a time onto the glass. All told, there
may be as many as 12,000 different genes on a single chip. Run the right experiments, and the
GeneChip will light up the specific genes that are activated in a medically interesting tissue sam-
ple. Suddenly, hundreds of brilliant white and blue dots burst forth against the chip’s dark back-
ground. Each time a chip lights up, you behold a glimpse of which genes might be markers for
disease. Yet for all of the ingenuity involved in making the GeneChip, it has required clever-
ness on Roche’s part to use the chips effectively within a big organization. 

Take something as basic as computer capacity. Each sample run on a GeneChip set
generates 60 million bytes of raw data. Analyze that data a bit, and you need another
180 million bytes of computer storage. Run 1,000 GeneChip experiments a year, which
Roche did in both 1999 and 2000, and pretty soon you run the risk of collapsing your
data systems. “Every six months, the IT guys would come to us and say, ‘You’ve used up
all of your storage,’” recalls Jiayi Ding, a Roche scientist. Some of those encounters were
outright testy. At one point in early 1999, Roche’s computer-services experts pointed out
that they were supposed to support 300 researchers in Nutley—and that the 10 people
working on GeneChips were hogging 90% of the company’s total computer capacity. 
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Fail Fast, So You Can Succeed Sooner

One of the biggest challenges in drug research—or in any field—is letting go of a once-prom-
ising idea that just isn’t working anymore. Without strict cutoff rules, months and even years
can slip away as everyone labors to keep a doomed project from dying. Meanwhile, much
brighter prospects sit dormant, with no one able to give them any attention. 

New hire, Lee Babiss, head of preclinical research, arrived from arch rival Glaxo with a
simple message: Fail fast. Babiss wanted successes as much as anyone. But he also knew
that the best hope of finding the right new drugs involved cutting down the time spent look-
ing at the wrong alternatives. 

For example, screening was becoming a bottleneck for Roche. An ultra-high-
throughput screening was installed at a cost of more than $1 million. “We can test 100,000 com-
pounds a day,” says Larnie Myer, the technical robotics expert who keeps the system running.
Nearly all of those compounds will turn out to be useless for the mission at hand. But that’s
fine. If his team can get the losers out of consideration for that trial in a hurry and identify a
handful of “hits” within a few weeks of testing, that speeds Roche’s overall efforts. 

What’s more, the Zeiss machine represents the gradual retooling of Roche’s overall research
efforts. Processes farther down the pipeline must be upgraded and reworked in order to han-
dle much greater volume. That is hard and disruptive work—but it is vital. 

Change Everything—One Piece at a Time

Peek into almost any aspect of Roche’s business, and you will find someone who is excited
about the ways that genomics could change things. In Palo Alto, researcher Gary Peltz has
built a computerized model of the mouse genome that allows him to simulate classical lab
studies in a matter of minutes. 

In Iceland, Roche is teaming with a company called Decode, which researches genealogi-
cal records from the Icelandic population. That data has helped Decode identify and locate genes
that are associated with stroke as well as schizophrenia and other diseases, giving Roche new
research leads that otherwise might never have surfaced with such clarity. 

And in Nutley, there is talk that genomic data will make it possible to size up a drug’s side
effects with much greater clarity before embarking on lengthy animal experiments. It will be
possible to run simulations or GeneChip experiments with potential new drugs to find out
whether they might interact in troublesome ways with the functioning of healthy genes. 

Each of those initiatives is running on a different timeline. Some parts of Roche’s busi-
ness will be aggressively reshaped in the next year or two; others may take five years or
more to feel the full effects of the most recent genomics breakthroughs. “This isn’t just
a matter of turning on a light switch,” says Klaus Lindpaintner, Roche’s global head of
genetics research.

Yet eventually, Roche executives believe, all of the retooling within their company will
be mirrored by even bigger changes in the ways that all of us get our medical care. 

Discussion Questions 

1. How does the business strategy affect information systems and organizational decisions?

2. What generic strategy does Roche appear to be using based upon this case? Provide a
rationale for your response.

3. Apply the hypercompetition model to Roche. Which of the 7 Ss are demonstrated in
this case?

4. How do information systems support Roche’s business strategy?

Source: Excerpted from G. Anders, “Fresh Start 2002: Roche’s New Scientific Method,” Fast Company
(January 2002), available at http://www.fastcompany.com/online/54/roche.html.
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CASE STUDY 1-2

COMAIR AIRLINES

Comair, a regional airline owned by Delta Air Lines, ran into a problem.  Their network sys-
tem crashed because their legacy crew management application failed, bringing down the
entire airline over the holidays, canceling or delaying more than 3,000 flights and stranding
nearly 200,000 passengers. The failure cost an estimated $20 million, damaged the airline’s
reputation, and prompted an investigation by the Department of Transportation. Why did
this happen? 

A replacement for the crew management system was on the list of systems to be funded,
but managers were comfortable with the old system, and many of the business processes
were inextricably linked to it. It had been in use for 15 years, and the business was accus-
tomed to it. Even pilot contracts were tied to metrics specifically measured in the system,
making replacement very difficult. 

IT management changed frequently during this time, and Comair was acquired by Delta,
giving upper management a more pressing set of priorities. A pilot strike forced Comair to
shut down for almost 3 months. This refocused the flight operations group, the primary users
of the crew scheduling system, on getting the planes flying again when the strike ended.
According to the former IT director, “The tendency in the IT department was to ‘keep your
head down’ and not draw attention to anything. There was clearly a lack of commitment to
this project. Everyone was expecting someone else to move projects along. The business units
were expecting IT to push a project through and IT was waiting for the business units.”

Despite the fact that everyone knew the system was old and needed replacement, man-
agement was distracted by other urgent business matters, and the decision to upgrade the
crew management system came too late. The legacy system failed, and management was left
to both handle the consequences and explain why the failure occurred.

Discussion Questions

1. Where did the misalignment between the business strategy and the information sys-
tems occur?

2. What might you have done, as the manager of flight operations, to make sure your sys-
tem was in proper shape to support your organization? Why do you think it didn’t hap-
pen in this case?

3. Was there anything Delta executives could have done during the merger to have
avoided this type of exposure from their new acquisition?

4. What could the Comair IT executives have done to get the proper funding and priority
for upgrading this legacy system? What would the general managers have had to hear
in order to respond appropriately?

Source: Adapted from Stephanie Overby, “Bound to Fail,” CIO Magazine (May 1, 2005), pp. 49–54.

Case Study  37



STRATEGIC USE OF
INFORMATION
RESOURCES1

Dell Computer Corporation formally stopped selling personal computers (PCs) in retail
stores because reaching customers in this way was expensive, time consuming, and did
not fit with Michael Dell’s vision of the direct business model. Information technology
(IT) enabled this vision. The Internet, combined with Dell’s well-designed information
systems (IS) infrastructure, allowed customers to electronically contact Dell who would
then design a PC for a customer’s specific needs. Dell’s ordering system is integrated
with its production system and shares information automatically with each supplier of
PC components. This IS enables the assembly of the most current computers without
the expense of storing large inventories. Cost savings are passed on to the customer,
and this business model allows Dell to focus its production capacity on building only
the most current products. With small profit margins and new products arriving quickly
to replace existing products, this creative use of IS is critical to Dell’s strategic leader-
ship. This strategic use of IS ultimately results in cost savings, reflected in the price of
systems. In addition, Dell executives achieve a strategic advantage in reducing response
time, building custom computers for one of the industry’s lowest costs, and eliminat-
ing inventories that could become obsolete before they are sold.

Dell used its information resources to achieve high volumes without the high
costs of the industry’s traditional distribution channels. This approach led to contin-
ued profitable results and a competitive advantage. As with most strategic advantages,
other companies followed suit and adopted Dell’s direct-to-the-customer model, but
antiquated IS make this task difficult, if not an impossible. As the competitive land-
scape of the PC industry changes, Dell continues to innovate using information
resources and now offers customized order configuring, sales inventory management,
kiosks in shopping malls, and technical support directly from the Internet.

As the Dell example illustrates, innovative use of a firm’s information resources
can provide companies with substantial advantages over competitors. This chapter uses
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the business strategy foundation from Chapter 1 to help general managers visualize
how to use information resources for competitive advantage. This chapter briefly
recounts the evolving strategic use of information resources, and highlights the dif-
ference between simply using IS and using IS strategically. Then, this chapter explores
the use of information resources to support the strategic goals of an organization.

The material in this chapter enables a general manager to understand the link
between business strategy and information strategy on the Information Systems
Strategy Triangle. General managers want to find answers to questions: Does using
information resources provide a sustainable competitive advantage? What tools are
available to help shape their strategic use? What are the risks of using information
resources to gain strategic advantage?

c EVOLUTION OF INFORMATION RESOURCES

The Eras model shows how organizations have used IS over the past decades. Figure
2.1 summarizes this view and provides a road map for a general manager to use in
thinking strategically about the current use of information resources within the firm.
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Era I Era II Era III Era IV Era V
1960s 1970s 1980s 1990s 2000+

Primary role Efficiency Effectiveness Strategic Strategic Value creation
of IT

Automate Solve problems Increase Transform Create
existing and create individual industry/ collaborative
paper-based opportunities and group organization partnerships
processes effectiveness

Justify IT ROI Increasing Competitive Competitive Adding value
expenditures productivity position position

and better 
decision quality

Target of Organization Organization/ Individual Business Customer/
systems group manager/ processes supplier

group ecosystem ecosystem

Information Application Data-driven User- Business- Knowledge-
models specific driven driven driven

Dominate Mainframe, Minicomputer, Microcomputer, Client Server, Internet, global
technology “centralized mostly “centra- “decentralized “distributed “ubiquitous 

intelligence” lized intelligence”intelligence” intelligence” intelligence”

Basis of value Scarcity Scarcity Scarcity Plentitude Plentitude

Underlying Economics of Economics of Economics of Economics of Economics of
economics information information information information information

bundled with bundled with bundled with separated from separated from
economics of economics of economics of economics of economics of
things things things things things

FIGURE 2.1 Eras of information usage in organizations.



IS strategy from the 1960s to the 1990s was driven by internal organizational
needs. First came the need to lower existing transaction costs. Next was the need
to provide support for managers by collecting and distributing information. An addi-
tional need was to redesign business processes. As competitors built similar sys-
tems, organizations lost any advantages they held from their IS, and competition
within a given industry once again was driven by forces that existed prior to the
new technology. As each era begins, organizations adopt a strategic role for IS to
address not only the firm’s internal circumstances but its external circumstances as
well. Thus, in the ubiquitous era, companies seek those applications that again pro-
vide them with advantage over competition. They also seek applications that keep
them from being outgunned by start-ups with innovative business models or tra-
ditional companies entering new markets. For example, a plethora of “dot-coms”
challenged all industries and traditional businesses by entering the marketplace
armed with Internet-based innovative systems. The Information System Strategy
Triangle introduced in Chapter 1 reflects the link between IS strategy and organi-
zational strategy and the internal requirements of the firm. The link between IS
strategy and business strategy reflects the firm’s external requirements. Maximizing
the effectiveness of the firm’s business strategy requires that the general manager
be able both to identify and use information resources. This chapter looks at how
information resources can be used strategically by general managers.

c INFORMATION RESOURCES AS STRATEGIC TOOLS

Crafting a strategic advantage requires the general manager to cleverly combine
all of the firm’s resources, including financial, production, human, and information
resources. Information resources are more than just the infrastructures. This
generic term, information resources, is defined as the available data, technol-
ogy, people, and processes within an organization to be used by the manager to per-
form business processes and tasks. Seen in this way, an IS infrastructure (a concept
that is discussed in detail in Chapter 6) is an information resource, as is each of its
constituent components. The relationship between a firm’s IS managers and its
business managers is another type of information resource. This relationship can
create a unique advantage for a firm. The following list highlights some of the infor-
mation resources available to a firm:

• IS infrastructure (hardware, software, network, and data components)

• Information and knowledge

• Proprietary technology

• Technical skills of the IT staff

• End users of the IS

• Relationship between IT and business managers 

• Business processes 
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Committing and developing information resources require substantial finan-
cial resources. Therefore, a general manager evaluating an information resource
might consider the following questions to better understand the type of advantage
the information resource can create:2

• What makes the information resource valuable? In Eras I through III,
the value of information was tied to the physical delivery mechanisms. In
these eras, value was derived from scarcity reflected in the cost to pro-
duce the information. Information, like diamonds, gold, and MBA
degrees, was more valuable because it was found in limited quantities.
However, the networked economy prevalent in Era IV drives a new
model of value—value from plentitude. Network externality offers a
reason for value derived from plentitude. The value of a network node to
a person or organization in the network increases when another joins the
network. For example, a single fax machine has no value without another
fax machine that could receive the fax. As fax machines become rela-
tively ubiquitous, the individual fax machine is driven up in value as its
potential for use increases. As the cost of producing an additional copy
of an information product becomes trivial, the value of the network that
invents, manufactures, and distributes it increases.3 Rather than using
the extremely low production costs to guide the determination of price,
information products or services must be priced to reflect their value to
the buyer. Different organizational buyers have different information
needs depending upon their competitive position within an industry.

• Who appropriates the value created by the information resource? The
value chain model can help determine where a resource’s value lies and
how the appropriation can be improved in a firm’s favor. 

• Is the information resource equally distributed across firms? A general
manager is unlikely to possess a resource that is completely unique.
However, by surveying the firms within an industry, he or she may estab-
lish that such a resource is distributed unequally. The value of a resource
that is unequally distributed tends to be higher because it can create
strategic advantage. The value of information mushrooms under condi-
tions of information asymmetries. The possessor of information may use
it against, or sell it to, companies or individuals who are not otherwise
able to access the information.

• Is the information resource highly mobile? A reliance on the individual
skills of IT professionals exposes a firm to the risk that key individuals
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will leave the firm, taking the resource with them. Developing unique
knowledge-sharing processes and creating an organizational memory can
help reduce the impact of the loss of a mobile employee. Recording the
lessons learned from all team members after the completion of each
project is one attempt at lowering this risk. 

• How quickly does the information resource become obsolete? As noted in
Chapter 1, “things” wear out, whereas information does not. However,
information can become obsolete, untrue, or even unfashionable. Like
most other assets, information resources lose value over time. A general
manager should understand the rate of this decline of value, as well as what
factors may speed or slow it. For example, consider a database of customer
information. How long, on average, is the current address of each customer
valid? What events in the customers’ lives might change their purchasing
pattern and reduce the forecasting capability of the current information?

Information resources exist in a company alongside other resources. The gen-
eral manager is responsible for organizing all resources so that business goals are
met. Understanding the nature of the resources at hand is a prerequisite to using
them effectively. By aligning the organization’s IS strategy with its business strat-
egy, the general manager maximizes its profit potential. Meanwhile, the firm’s com-
petitors are working to do the same. In this competitive environment, how should
the information resources be organized and applied to enable the organization to
compete most effectively?

c HOW CAN INFORMATION RESOURCES BE USED STRATEGICALLY?

The general manager confronts many elements that influence the competitive envi-
ronment of his or her enterprise. Overlooking a single element can bring about dis-
astrous results for the firm. This slim tolerance for error requires the manager to
take multiple views of the strategic landscape. We discuss three such views that can
help a general manager align IS strategy with business strategy. The first view uses
the five competitive forces model by Michael Porter to look at the major influences
on a firm’s competitive environment. Information resources should be directed
strategically to alter the competitive forces to benefit the firm’s position in the indus-
try. The second view uses Porter’s value chain model to assess the internal opera-
tions of the organization and partners in its supply chain. Information resources
should be directed at altering the value-creating or value-supporting activities of the
firm. This chapter explores this view further to consider the value chain of an entire
industry to identify opportunities for the organization to gain competitive advantage.
The third view specifically focuses on the types of IS resources needed to gain and
sustain competitive advantage. These three views provide a general manager with
varied perspectives from which to identify strategic opportunities to apply the firm’s
information resources. 

42 c Chapter 2 Strategic Use of Information Resources



Using Information Resources to Influence Competitive Forces

Porter provides the general manager with a classic view of the major forces that
shape the competitive environment of a firm. These five competitive forces are
shown in Figure 2.2, along with some examples of how information resources can
be applied to influence each force. This view reminds the general manager that
competitive forces do not derive only from the actions of direct competitors. Each
force now will be explored in more detail from an IS perspective.

Potential Threat of New Entrants

Existing firms within an industry often try to reduce the threat of new entrants to
the marketplace by erecting barriers to entry. Barriers to entry help the firm cre-
ate a stronghold by offering products or services that are difficult to displace in the
eyes of customers based on apparently unique features. Such barriers include con-
trolled access to limited distribution channels, public image of a firm, and gov-
ernment regulations of an industry. Information resources also can be used to build
barriers that discourage competitors from entering the industry. For example,
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FIGURE 2.2 Five competitive forces with potential strategic use of information resources.
Source: Adapted from Michael Porter, Competitive Strategy (New York: The Free Press, 1998); and
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Massachusetts Mutual Life Insurance Company created an IS infrastructure that
connects the local sales agent with comprehensive information about products and
customers. An insurance company entering the marketplace would have to spend
millions of dollars to build the telecommunications and IS required to provide its
sales force with the same competitive advantage. Therefore, the system at Mass
Mutual may be a barrier to entry for new companies.

Bargaining Power of Buyers

Customers often have substantial power to affect the competitive environment. This
power can take the form of easy consumer access to several retail outlets to pur-
chase the same product or the opportunity to purchase in large volumes at super-
stores like Wal-Mart. Information resources can be used to build switching costs
that make it less attractive for customers to purchase from competitors. Switching
costs can be any aspect of a buyer’s purchasing decision that decreases the likeli-
hood of “switching” his or her purchase to a competitor. Such an approach requires
a deep understanding of how a customer obtains the product or service. For exam-
ple, Amazon.com’s One Click encourages return purchases by making buying eas-
ier. Amazon.com stores buyer information including contact information and credit
card numbers so that it can be accessed with one click, saving consumers the effort
of data reentry. Honeywell hopes to “lock in” building industry customers with the
increased responsiveness, better service, and streamlined record keeping made
available through its Field Automation Service Technology (FAST) initiative.
Honeywell is equipping 1,400 building system service technicians across North
America with handheld computers so that they can make sure that repairs are done
right the first time and that customers have up-to-date, accurate information about
equipment status.

Bargaining Power of Suppliers

Suppliers’ bargaining power can reduce a firm’s profitability. This force is strongest
when a firm has few suppliers from which to choose, the quality of supplier inputs
is crucial to the finished product, or the volume of purchases is insignificant to the
supplier. For example, steel firms lost some of their power over the automobile
industry because car manufacturers developed technologically advanced quality
control systems. Manufacturers can now reject steel from suppliers when it does
not meet the required quality levels. Through the Internet, firms continue to pro-
vide information for free as they attempt to increase their share of visitors to their
Web sites. This decision reduces the power of information suppliers and necessi-
tates finding new ways for content providers to develop and distribute information.
Many Internet firms are integrating backward within the industry by creating their
own information supply and reselling it to other Internet sites. Well-funded firms
simply acquire these content providers, which is often quicker than building the
capability from scratch. 
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Threat of Substitute Products

The potential of a substitute product in the marketplace depends on the buyers’
willingness to substitute, the relative price-to-performance of the substitute, and
the level of switching costs a buyer faces. Information resources can create advan-
tages by reducing the threat of substitution. In the financial services industry,
Merrill Lynch used innovative IS to create a product called the Cash Management
Account. This account combined the benefits of a brokerage account, a money mar-
ket account, a Visa credit card, and a checking account into a single product. Other
firms lacking Merrill Lynch’s IS were unable to provide all these services in a sin-
gle account. The Cash Management Account helped attract 450,000 new broker-
age accounts and allowed Merrill Lynch to build customer relationships that helped
retain each account. Customers and potential customers could not easily find sub-
stitutes. Other brokerage firms took years to develop similar products. Even when
substitutes became available, Merrill Lynch still enjoyed an advantage because com-
petitors had to overcome the cost to the customer of switching accounts. For com-
petitors to be successful, they needed to offer not just a substitute, but a better
product. So far none has.

Industry Competitors

Rivalry among the firms competing within an industry is high when it is expensive
for a firm to leave the industry, the growth rate of the industry is declining, or prod-
ucts have lost differentiation. Under these circumstances, the firm must focus on
the competitive actions of a rival in order to protect market share. Intense rivalry
in an industry assures that competitors respond quickly to any strategic actions. The
banking industry illustrates this point. When a large Philadelphia-based bank devel-
oped an ATM network, several smaller competitors joined forces and shared infor-
mation resources to create a competing network. The large bank was unable to
create a significant advantage from its system and had to carry the full costs of devel-
oping the network by itself. Information resources were committed quickly to
achieve neutralizing results due to the high level of rivalry that existed between the
local bank competitors in Philadelphia.

As firms within an industry begin to implement standard business processes
and technologies—often using enterprise-wide systems such as those of SAP and
PeopleSoft—the industry becomes more attractive to consolidation through acqui-
sition. Standardizing IS lowers the coordination costs of merging two enterprises
and can result in a less competitive environment in the industry.

One way competitors differentiate themselves with an otherwise undifferen-
tiated product is through creative use of IS. Information provides advantages in such
competition when added to an existing product. For example, FedEx adds infor-
mation to its delivery service helping it differentiate its offerings from those of other
delivery services. FedEx customers are able to track their packages, know exactly
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where their package is in-transit, see who signed for the package, and know exactly
when it was delivered. Competitors offer some of the same information, but FedEx
was able to take an early lead by using information to differentiate their services.

Let’s look at an example of these five competitive forces at work simultaneously.
The five competitive forces model could be applied by a grocery chain that is con-
sidering the use of shopping cards and automated checkouts. Shopping cards allow
the grocery chain to compete on price by offering its regular customers reduced rates.
They make it possible for the chain to track individual buying habits, fine-tune buy-
ing based upon the analysis of sales, and offer card-holding customers the ability to
check themselves out at automated checkout lines. Figure 2.3 demonstrates how the
five competitive forces could shape the grocery chain’s competitive environment
through the application of these information technologies. These technologies may
be especially helpful in responding to regular customers’ needs and locking them in.
Although this example conceivably could affect all forces, other technologies or IS may
affect only some of these forces, though their impact could be major.

General managers can use the five competitive forces model to identify the
key forces currently affecting competition, to recognize uses of information
resources to influence forces, and to consider likely changes in these forces over
time. The changing forces drive both the business strategy and IS strategy, and this
model provides a way to think about how information resources can create com-
petitive advantage for a business unit and, even more broadly, for the firm. They
also can reshape a whole industry—compelling general managers to take actions
to help their firm gain or sustain competitive advantage. The alternative perspec-
tive presented in the next section provides the general manager with an opportu-
nity to select the proper mix of information resources and to apply them to achieve
strategic advantage by altering key activities.

Using Information Resources to Alter the Value Chain

The value chain model addresses the activities that create, deliver, and support a
company’s product or service. Porter divided these activities into two broad cate-
gories, as shown in Figure 2.4: support and primary activities. Primary activities
relate directly to the value created in a product or service, while support activities
make it possible for the primary activities to exist and remain coordinated. Each
activity may affect how other activities are performed, suggesting that information
resources should not be applied in isolation. For example, more efficient IS for
repairing a product may increase the possible number of repairs per week, but the
customer does not receive any value unless his or her product is repaired, which
requires that the spare parts be available. Changing the rate of repair also affects
the rate of spare parts ordering. If information resources are focused too narrowly
on a specific activity, then the expected value increase may not be realized, as other
parts of the chain are not adjusted.

The value chain framework suggests that competition stems from two sources:
lowering the cost to perform activities and adding value to a product or service so
that buyers will pay more. To achieve true competitive advantage, a firm requires
accurate information on elements outside itself. Lowering activity costs only
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achieves advantage if the firm possesses information about its competitors’ cost
structures. Even though reducing isolated costs can improve profits temporarily, it
does not provide a clear competitive advantage unless a firm can lower its costs
below a competitor’s. Doing so enables the firm to lower its prices so as to grow
its market share. 

Adding value can be used to gain strategic advantage only if a firm possesses
accurate information regarding its customer. Which product attributes are valued,
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implement. A new entrant might be Peapod, a 
Web-based delivery service directly connected to 
the customers through the Internet.

Card “locks in” customer because of low prices; 
analysis of buying patterns derived from card use 
can lead the chain to localize inventory purchases to 
better fit the buying patterns of regular customers 
(i.e., stores near new affordable subdivisions with 
young families may stock more diapers and baby 
food, or stores near universities may purchase more 
Oriental or Indian foods, etc.); analysis of buying 
patterns may allow individual stores to better 
identify “loss leaders” and target marketing 
campaigns; analysis of buying patterns may lead 
store to introduce items that are well received in 
other stores in the chain where the customers  
share similar demographics; automated checkouts 
may lower “switching costs” of customers who  
like the shorter checkout lines with the  
automated technology.

Analysis of buying patterns derived from card use 
helps chain to fine-tune its inventory needs, 
allowing chain to be more specific and to reap 
economies of scale for items that are more heavily 
purchased across the chain; buying patterns can be 
shared with leading suppliers so that they can better 
manage their inventories.

Improved price/performance makes other stores 
look less appealing to regular customers.

Card and automated checkout allows chain to 
compete on the basis of price for regular customers; 
automated checkout offers operational efficiencies; 
analysis of buying patterns allows chain to 
differentiate its offerings for regular customers.

Competitive Force IT Influence on Competitive Force

FIGURE 2.3 Application of five competitive forces model for a grocery chain.



and where can improvements be made? Improving customer service when its prod-
uct fails is a goal behind Otis Elevator’s Otisline system. The customer’s service call
is automatically routed to the field technician with the skill and knowledge to com-
plete the repair. Otis Elevator knows that customers value a fast response to min-
imize the downtime of the elevator. This goal is achieved by using information
resources to move the necessary information between activities. When customers
call for service, their requests are automatically and accurately entered and stored
in the customer service database and communicated to the technician linked to that
account. This technician is then contacted immediately over the wireless handheld
computer network and told of the problem. That way the service technician can
make sure he or she has both the parts and knowledge to make repairs. This
approach provides Otis with an advantage because no time is wasted and the tech-
nician arrives at the job properly prepared to fix the problem.

Although the value chain framework emphasizes the activities of the individual
firm, it can be extended, as in Figure 2.5, to include the firm in a larger value system.
This value system is a collection of firm value chains connected through a business
relationship. From this perspective a variety of strategic opportunities exist to use infor-
mation resources to gain a competitive advantage. Understanding how information is
used within each value chain of the system can lead to the formation of new businesses
designed to change the information component of value-added activities. It can also
lead to shakeouts within the industry as the firms that fail to provide value are forced
out and as new business models are adopted by the surviving firms.

Opportunity also exists in the transfer of information across value chains.
Amazon.com began by selling books directly to customers over the Internet and
bypassing the traditional industry channels. Customers who valued the time saved
by shopping from home rather than driving to physical retail outlets flocked to
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Source: Adapted from Michael Porter and Victor Millar, “How Information Gives You Competitive
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Amazon.com’s Web site to buy books. Industry competitors Barnes and Noble and
Borders Books were forced to develop their own Web sites, thus driving up their
cost of doing business. The new paradigm for Barnes and Noble and Borders means
rethinking how their value chain works with the value offered to their customers
through their traditional business. 

CRM is a natural extension of applying the value chain model to customers.
Customer relationship management (CRM) includes management activities per-
formed to obtain, enhance relationships with, and retain customers. CRM is a coor-
dinated set of activities designed to learn more about customers’ needs and behaviors
in order to develop stronger relationships with them and to enhance their value chains.
CRM consists of technological components, as well as a process that brings together
many pieces of information about customers, sales, marketing effectiveness, respon-
siveness, and market trends. CRM can lead to better customer service, more efficient
call centers, product cross-selling, simplified sales and marketing efforts, more effi-
cient sales transactions, and increased customer revenues. In Chapter 1 we described
the Ritz-Carlton’s CRM, Class, which captures information about guest preferences
and enables providing enhanced customized service during future visits.

In an application of the value chain model to the grocery chain example dis-
cussed earlier in the chapter, Figure 2.6 describes the value added to primary and
support activities from the shopping card and automated checkout for the grocery
chain and its suppliers. A number of activities in the value chains of both the gro-
cery chain and its suppliers may benefit from the shopping cards and automated
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Inbound Logistics

Operations

Outbound Logistics

Marketing and Sales

Service

Organization

Human Resources

Technology

Purchasing

Analysis of buying patterns 
suggests items that should be 
stocked at local stores, 
including amounts and 
optimum delivery times.

Automated checkout can speed 
checkout operations; may lead 
to reduced staffing of registers 
and lower operational costs.

Analysis of buying patterns can 
aid chain in developing 
promotional strategies and 
marketing campaigns at the 
local stores; analysis of buying 
patterns can highlight products 
to be stocked to best meet 
customer preferences.

Automated checkout lanes 
shorten customers’ waiting time. 

Analysis of buying patterns can 
aid grocery chain in better 
determining demand, leading 
to better forecasting of 
demand for both the chain and 
its supplier.

Analysis of buying patterns can 
help the grocery chain reduce 
“last-minute” orders and 
improve suppliers processing 
of orders.

Sharing analysis of buying 
patterns by grocery chain can 
aid supplier in scheduling 
deliveries. 

Supplier may be able to offer 
economies of scale in its 
purchases.

Sharing analysis of buying 
patterns allows supplier to offer 
better service to grocery chain.

Activity Grocery Chain’s Value Chain Supplier’s Value Chain

Primary Activities

Secondary Activities

Shopping card can provide 
data to help grocery chain plan 
for trends and demographic 
changes in its target market.

Staffing needs for cash 
registers may be reduced with 
automated checkout.

Shopping card can provide 
data for market research.

Grocery chain may be able to 
capture more discounts for 
volume purchases.

Shopping card can provide 
data to help supplier plan for 
trends and demographic 
changes in its target market.

Grocery chain can provide 
information to help supplier’s 
marketing research.

Supplier chain may be able to 
capture more discounts for 
volume purchases.

FIGURE 2.6 Application of value chain model.



checkout. In addition to the value chains of the grocery chain and its supplier, these
systems can add value to the customers’ inbound logistics. Because of the analysis
of buying patterns, the items that the customers may wish to purchase are more
likely to be in stock—and at lower prices. 

Unlike the five competitive forces model, the focus of the value chain is on
activities. Yet, in applying the value chain, competitive forces may be affected to
the extent that the proposed technology may add value to suppliers, customers, or
even competitors and potential new entrants.

Using Information Resources to Attain and Sustain 
Competitive Advantage

The Resource-Based View4 (RBV) has been applied in the area of Information
Systems to help identify two subsets of information resources: those that enable a
firm to attain competitive advantage and those that enable a firm to sustain the
advantage over the long-term. In the first subset are both valuable and rare
resources that firms must leverage to establish a superior resource position. A
resource is considered valuable when it enables the firm to become more efficient
or effective.  It is rare when other firms do not possess it. For example, many banks
today would not think of doing business without ATMs. ATMs are very valuable to
the banks in terms of their operations. A bank’s customers expect it to provide ATMs
in many convenient locations. However, because many other banks also have ATMs,
they are not a rare resource and they do not offer a strategic advantage. Many sys-
tems in Eras I and II, and especially Era III, were justified on their ability to pro-
vide a rare and valuable resource. 

But as many firms moved into subsequent eras, they as quickly learned that
gaining a competitive advantage does not mean that you can sustain it over the long
term. The only way to do that is to protect against resource imitation, substitution,
or transfer. For example, Wal-mart’s logistic management is so complex and embed-
ded in its operations and that of its suppliers that it is unlikely that other firms can
easily imitate it. It was not easy for customers to find a substitute for Merrill Lynch’s
Cash Management Account discussed earlier in this chapter. Finally, in order to
sustain competitive advantage, resources must be difficult to transfer, or relatively
immobile. Some resources such as computer hardware and software can be easily
bought and sold. However, technical knowledge, especially that relates to the firm’s
operation, a gung-ho company culture, and managerial experience in the firm’s envi-
ronment is less easy to obtain and, hence, considered harder to transfer to other
firms.
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From the IS perspective,5 some types of resources are better than others for
creating those attributes (i.e., value, rarity, low substitutability, low mobility, low
imitability) of IS resources that enable a firm to attain and sustain competitive value.
Externally focused resources make it possible for a firm not only to gain competi-
tive advantage, but also to keep it. In particular, externally oriented IS (outside-in)
resources such as the ability to work with buyers and suppliers and the ability to
read the market, and both internally and externally oriented (spanning) resources
such as the ability of IS to manage partnerships with the business units and to plan
and undertake change, tend to have more initial and enduring impact on the firm
than internally-focused (inside-out) resources. It clearly is important for IS exec-
utives to manage inside-out resources such as IS infrasructure, IS technical skills,
the ability to develop systems and run cost-effective IS operations, resources that
are typically considered to be their responsibility. However, the message posed by
the resource-based view is that these executives must also concentrate on culti-
vating resources that help the firm understand and work with its external stake-
holders.

c STRATEGIC ALLIANCES

The value chain helps a firm focus on adding value to the chains of its partners.
This latest era of Information Resources Evolution emphasizes the importance
of collaborative partnerships. These partnerships can take many forms, includ-
ing joint ventures, joint projects, trade associations, buyer-supplier partnerships,
or cartels. Often such partnerships use information technologies to support
strategic alliances and integrate data across partners’ information systems. A
strategic alliance is an interorganizational relationship that affords one or more
companies in the relationship a strategic advantage. IT can help produce the
product developed by the alliance, share information resources across the part-
ners’ existing value systems, or facilitate communication and coordination among
the partners. For example, Delta recently formed a strategic alliance with e-
Travel Inc., a travel service software company that targets large corporations, to
promote Delta’s online reservations system. The alliance was strategic because
it helped Delta reduce agency reservation fees and offered e-Travel new cor-
porate leads. SCM is another frequently discussed type of IT-facilitated strate-
gic alliance.

Supply Chain Management

Supply chain management (SCM) is an approach that improves the way a com-
pany finds raw components it needs to make a product or service, manufactures
that product or service, and delivers it to customers. Technology, especially Web-

52 c Chapter 2 Strategic Use of Information Resources

5 Ibid.



based technology, allows the supply chains of a company’s customers and suppli-
ers to be linked through a single network that optimizes costs and opportunities
for all companies in the supply chain. By sharing information across the network,
guesswork about order quantities for raw materials and products can be reduced
and suppliers can make sure they have enough on hand if demand for their prod-
ucts unexpectedly rises. 

Sharing information across firms requires collaboration and, increasingly,
the IT to support its seamless processing across firm boundaries. If a firm wants
to limit its collaboration with its trading partner, it can use technologies such
as electronic marketplaces where only minimal information such as product
characteristics, delivery addresses, and billing addresses need to be exchanged
over the Internet. However, when firms start sharing information about pro-
duction schedules, valued customers, or how complex systems work, a much
higher level of collaboration (and trust) is needed. Such collaboration is often
made possible by reengineering operations to mirror or complement each other
and working extensively to make one company’s computer system talk with the
other’s.

Collaboration paid off for supply-chain partners Wal-Mart and Procter &
Gamble (P&G). Until these two giants linked their software systems in the 1980s,
they shared little information. Now their integrated systems automatically alert
P&G to ship more P&G products when Wal-Mart’s distribution centers run low.
The SCM system also allows P&G to monitor shelves at individual Wal-Mart stores
through real-time satellite linkups that send messages to the factory whenever a
P&G item is scanned at the register. This real-time information aids P&G in man-
ufacturing, shipping, and displaying products for Wal-Mart. Invoicing and payments
are automatically processed. Because of high volumes and operating efficiencies
derived from the SCM software, P&G can offer discounted prices to help Wal-Mart
offer its “low, everyday prices.” 

Co-opetition

Clearly, not all strategic alliances are formed with suppliers or customers as part-
ners. Rather, co-opetition is becoming an increasingly popular alternative model.
As defined by Brandenburger and Nalebuff in their book of the same name, co-
opetition is a strategy whereby companies cooperate and compete at the same time
with companies in its value net.6 The value net includes a company and its com-
petitors and complementors, as well as its customers and suppliers, and the inter-
actions among all of them. A complementor is a company whose product or service
is used in conjunction with a particular product or service to make a more useful
set for the customer. For example, Goodyear is a complementor to Ford and GM
because tires are a complementary product to automobiles. Likewise, hardware and
software companies are complementors.
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Co-opetition, then, is the strategy for creating the best possible outcome for
a business by optimally combining competition and cooperation. It frequently cre-
ates competitive advantage by giving power in the form of information to other
organizations or groups. For example, Covisint, the auto industry’s e-marketplace,
is backed by competitors General Motors, Ford, and DaimlerChrysler. Further,
Nissan and Peugot are equity partners. By addressing multiple automotive func-
tional needs across the entire product life cycle, Covisint offers support for col-
laboration, supply chain management, procurement, and quality management.
Thus, co-opetition as demonstrated by Covisint, not only streamlines the 
internal operations of its backers, but also has the potential to transform the auto-
motive industry.

c RISKS

As demonstrated throughout this chapter, information resources may be used to gain
strategic advantage, even if that advantage is fleeting. When information systems
are chosen as the tool to outpace their firm’s competitors, executives should be aware
of the many risks that may surface. Some of theses risks include the following:

• Awaking a sleeping giant. A firm can implement IS to gain competitive
advantage, only to find that it nudged a larger competitor with deeper
pockets into implementing an IS with even better features. FedEx
offered its customers the ability to trace the transit and delivery of their
packages online. FedEx’s much larger competitor, UPS, rose to the chal-
lenge. UPS not only implemented the same services, but also added a
new set of features. Both the UPS and FedEx sites passed through mul-
tiple Web site iterations as the dueling delivery companies continue to
struggle for competitive advantage.

• Demonstrating bad timing. Sometimes customers are not ready to use
the technology designed to gain strategic advantage. For example,
Momenta Corp. experienced monumental failure when it attempted to
sell pen-based technology in the early 1990s. A decade later Pen-based
computing is well accepted by PDA users.

• Implementing IS poorly. Stories abound of information systems that fail
because they are poorly implemented. Typically these systems are com-
plex and often global in their reach. In its zeal to implement a system to
streamline supply chain communications and lower operating costs,
Nike’s implementation team allegedly performed customization that
extended beyond the recommendations of its software supplier, i2
Technologies. The resulting missed and duplicated orders may have cost
Nike as much as a $100 million. Another implementation fiasco took
place at Hershey Foods when it attempted to implement its supply and
inventory system. Hershey developers brought the complex system up
too quickly, and then failed to test it adequately. Related systems prob-
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lems crippled shipments during the critical Halloween shopping season,
resulting in large declines in sales and net income. 

• Failing to deliver what users want. Systems that do not meet the needs
of the firm’s target market are likely to fail. Streamline.com (also called
Streamline Inc.) experienced this risk when using the Web to provide
home delivery of groceries and pick-up/drop-off services for movie
rentals, dry cleaning, and film. Streamline charged a $30-per-month
subscription fee and worked from “personal shopping lists” customers
submitted through its Web site. But Streamline failed to convince a
large number of shoppers that Streamline’s services matched their
lifestyle. Streamline may have failed because its once-a-week delivery
was too infrequent, or because its customers wanted to inspect the pro-
duce when bags were dropped off. 

• Running afoul of the law. Using IS strategically may promote litigation
if the IS results in the violation of laws or regulations. Years ago,
American Airlines’ reservation system, Sabre, was challenged by
American Airlines’ competitors on the grounds that it violated antitrust
laws. More recently Napster filed for bankruptcy as a consequence of
BMG Entertainment, AOL Time Warner, EMI, Sony, and Vivendi
International jointly suing it for copyright infringement. The suit led to
Napster’s court-ordered shutdown.

c FOOD FOR THOUGHT: TIME-BASED COMPETITIVE ADVANTAGE

In the Internet economy, the pace of technological change continues to accelerate.
Classical strategic advantages are created and destroyed based on which actions com-
petitors take, how soon they take them, and how long each action takes. Classic strate-
gies take time to develop and implement. The twenty-first century will see
organizations increasingly seeking to use technology to neutralize the competition as
quickly as possible. Reaching individual customers and meeting their needs as close
to instantaneously as possible will leave no time for competitive actions to change
the customer’s mind. The moment the need is expressed, the product or service offer
and exchange take place. This focus on time-based competition has already begun.
Consider the role that Dell Computers played in compressing the time between the
customer wanting a specific computer system and receiving that exact system on the
doorstep. Dell’s process can be executed in as little as five days from the time the
customer places an order until he or she receives a custom-built system.

At the strategic level, the organization is confronted with increasing flows of infor-
mation between itself, its stakeholders, its environment, and its competitors. The com-
bination of technology and information enables each of these information “partners”
to quickly change its expectations of the future. The result is a change from one set
of activities to another set that aligns more closely with the new expectations. Each
of these realignments from an information partner requires a response from the
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organization. Typical planning cycles are thrown out the window, because the organ-
ization needs to respond quickly to customer, competitor, and environmental changes.
The speed at which an organization can adapt its business processes to these changes
will dictate the true competitive advantage that it holds in the market.

Information resources are the key to achieving a time-based advantage.
Understanding how to use them is critical to the strategic success of business today.
For example, every company has been forced to build Web-based applications. Some,
like Dell, embraced this opportunity as a chance to reinvent themselves to create a new
business model—one that responds instantly. Others simply post a basic Web page with
no thought of the lost window of opportunity. The latter group missed the point—time
is of the essence and customers no longer accept slow, unresponsive service.

c SUMMARY

• Using IS for strategic advantage requires an awareness of the many relationships
that affect both competitive business and information strategies.

• The five competitive forces model reminds us that more than just the local competi-
tors influence the reality of the business situation. Analyzing the five competitive
forces—new entrants, buyers, suppliers, industry competitors, and substitute prod-
ucts—from both a business view and an information view helps general managers
use information resources to minimize the effect of these forces on the organization.

• The value chain highlights how information systems add value to the primary and
support activities of a firm’s internal operations, as well as to the activities of its
customers, and other components of its supply chain.

• IT can facilitate strategic alliances. SCM is one example of a mechanism for creat-
ing strategic alliances.

• Numerous risks are associated with using information systems to gain strategic
advantage: awaking a sleeping giant, demonstrating bad timing, implementing
poorly, failing to deliver what customers want, and running afoul of the law.

c KEY TERMS

c DISCUSSION QUESTIONS

1. How can information itself provide a competitive advantage to an organization? Give two
or three examples. For each example, describe its associated risks.

2. Use the five competitive forces model as described in this chapter to describe how infor-
mation technology might be used to provide a winning position for each of these businesses:

a. A global airline

customer relationship 
management (CRM) 
(p. 49)

co-opetition (p. 53)

information 
resources (p. 40)

network 
externalities (p. 41)

strategic alliance 
(p. 52)

supply chain management
(SCM) (p. 52)
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b. A local dry cleaner

c. An appliance service firm (provides services to fix and maintain appliances)

d. A bank

3. Using the value chain model, describe how information technology might be used to pro-
vide a winning position for each of these businesses:

a. A global airline

b. A local dry cleaner

c. An appliance service firm (provides services to fix and maintain appliances)

d. A bank

4. Some claim that no sustainable competitive advantages can be gained from IT other than
the capability of the IT organization itself. Do you agree or disagree? Defend your position.

5. Cisco Systems has a network of component suppliers, distributors, and contract manu-
facturers that are linked through Cisco’s extranet. When a customer orders a Cisco product
at Cisco’s Web site, the order triggers contracts to manufacturers of printed circuit board
assemblies when appropriate and alerts distributors and component suppliers. Cisco’s con-
tract manufacturers are aware of the order because they can log on to Cisco’s extranet and
link up with Cisco’s own manufacturing execution systems. What are the advantages of Cisco’s
strategic alliances? Does this Cisco example demonstrate SCM? Why or why not?

6. In March 2000, procurement software maker Ariba, a supply chain specialist, i2, and IBM’s
consulting division formed an alliance. It was agreed that IBM would provide the interface
between Ariba’s and i2’s products to create an integrated software package. While pro-
claiming its allegiance to the alliance, Ariba tried to buy Agile, a supply chain vendor that
competed with i2, and i2 bought RightWorks, a procurement software vendor that competed
directly with Ariba. Further, i2 and Ariba actively competed for each other’s customers. The
shaky alliance ended in 2001. How does this case demonstrate the advantages and disad-
vantages of co-opetition?

CASE STUDY 2-1

LEAR WON’T TAKE A BACKSEAT 

For decades, Lear Corp. made car seats. Today, with the help of virtual reality and other
digital technologies, Lear makes a whole lot more—and makes it a whole lot faster. Lear
Corp. used virtual reality to envision the interior of the Chevrolet Express LT, a new luxury
van that Lear helped design and build. Within two years, the first models started coming
off a GM assembly line near St. Louis. 

In the automotive world, that kind of turnaround time is almost impossibly quick. Even
when the shell of a vehicle already exists, as it did in this case, the vehicle design schedule
traditionally spans about three years. Between the initial concept and the production-ready
design lies a painstaking clay-modeling process that typically involves at least a half-dozen
costly iterations. But by shifting much of that process to a virtual reality environment, Lear
cut the product development period to a year and a half. 

GM awarded Lear the lucrative contract for the Express LT largely because of the speed
and flexibility that Lear’s use of technology makes possible. “We always thought of Lear as
a great seating company,” says Linda Cook, 45, GM’s planning director for commercial trucks
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and vans. “We didn’t realize how much else it could do. Lear really needed that technology
to get our attention.” 

Lear, based in Southfield, Michigan, has roots that go back to 1917. By the 1990s, it had
become the world’s biggest manufacturer of automotive seating. (If you’ve sat in anything from
a Chevy to a Ferrari recently, then you’ve probably enjoyed the comfort of a Lear product.)
But in the mid-1990s, the auto parts industry entered a period of aggressive consolidation.
Instead of relying on thousands of small vendors to make each part separately, automakers
wanted to buy complete systems from a few big suppliers. So Lear snapped up smaller com-
panies and combined them into an operation that was capable of making an entire vehicle
interior. It also invested heavily in the latest computer-aided design (CAD) software and in
other new technologies. By 2000, thanks to acquisitions and expansion into new product areas,
sales had climbed to $14.1 billion. 

CAD first appeared in the auto industry in the late 1970s, but it didn’t reach a critical
mass of power and capability until the mid-1990s. That’s when Lear decided to invest in an
animated virtual reality package from Alias|Wavefront, a software subsidiary of Silicon
Graphics. By 1998, the Reality Center was under construction, complete with a triple-pro-
jection screen and three digitized drawing boards. Out went the chisel; in came the cursor.
Thanks to this technology, Lear has all but eliminated the slow, muck-filled process of build-
ing prototype after prototype from brownish-orange sculpting clay. However, Lear typically
makes at least one physical prototype of every product that it develops in the Reality Center
in order to test tactile issues. 

In exploring new technologies, the Lear team was tempted at first by the prospect of using
them to change long-standing ways of working together. Take the Internet. By digitizing
much of the design process, Lear made it possible for designers to send their work back and
forth over the Net—thereby creating a virtual workplace that brings together people from
all around the world. In November 1998, for example, Rothkop traveled to a Volvo design
center in Sweden and used the Net to work with colleagues at the Reality Center back in
Southfield. Where the Internet extends or enhances communication, the Lear team has
embraced it. For the most part, though, the real work of designing auto parts remains an
up-close-and-personal business. 

For that reason, when it came to building the Reality Center, Lear put a premium on
creating an environment that would foster collaboration. The team considered a stereoscopic
“cave,” a space in which people can sit and be completely surrounded by a screen. While
that arrangement simulates being in a car, “it can kind of make people nauseated,” Rothkop
says. Worse yet, only one or two people at a time can sit in the cave—a situation that has
dismal implications for collaboration. Instead, the Lear team chose a simpler design for its
virtual reality room, one that has a flatter screen and a more open space. There’s even room
in front of the screen for a full-sized truck, so Lear designers can bring together the real
and the virtual whenever their work calls for that. 

Another temptation that Lear executives faced was to think that CAD and VR would
let them break down traditional job barriers and combine the roles of designer, sculptor,
and animator into a single worker. But, in Lear’s experience, the seemingly artificial barri-
ers between jobs often turn out to be quite natural. So Lear drew back from the notion of
combining jobs. 

Discussion Questions

1. What is the strategic advantage afforded to Lear from virtual reality? How does this
technology help it compete?
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2. How long is Lear’s window of opportunity for the strategic advantage given by the vir-
tual reality system? That is, do you think that competitors will follow suit and imple-
ment a similar system. If yes, when?

3. Do you think the CAD system offers Lear strategic advantage? Explain.

4. Apply the value chain to demonstrate how the virtual reality system adds value for
Lear and for General Motors.

5. What other types of competitive advantages might Lear executives seek from IS
in general?

Source: Adapted from Fara Warner, “Lear Won’t Take a Backseat,” Fast Company 47 (June 2001), 
p. 178, available at http://www.fastcompany.com/online/47/bestpractice.html.

CASE STUDY 2-2

TESCO, UK

UCompanies are using specialized Customer Relationship Management (CRM) systems to
understand their customers’ needs at a much more granular level. Consider Tesco, the UK
retail grocery chain. Using their CRM system, the company has been able to send 10 mil-
lion customers one of 4 million variations of coupons, based on individual customer pur-
chase history, generating annual incremental sales of £100 million.

Tesco implemented their now-famous frequent-shopper program in 1995. Using a fre-
quent-shopper card, a customer gets discounts at the time of purchase and the company
gets information about their purchases, creating a detailed database of customer preferences.
The information collected has enabled management to identify several groups of customers
based on lifestyle such as “convenience,” “finer foods,” and “cost conscious.” Then they use
the categorization to customize discounts and mailings to individual customers, generating
increased sales and identifying new products to expand their offerings. At the individual
stores, data can show which products must be priced below competitors, which products
have fewer price-sensitive customers, and which products must have regular low prices to
be successful. In some cases, prices are store-specific, based on the customer information.

The information system has enabled Tesco to expand beyond groceries to books, CDs,
DVDs, consumer electronics, flowers, and wine. The chain also offers services such as loans,
credit cards, savings accounts, and travel planning. According to Don Peppers and Martha
Rogers, authors of the book Return on Customer, Tesco’s brand now stands for a great deal
more than just groceries due to their customer relationship system. 

Discussion Questions

1. How has its information system helped Tesco deliver better value to its customers?
Give an example of how Tesco might use its customer information to increase its value
to customers. 

2. What can Tesco management do today that they could not do prior to the CRM imple-
mentation? 

3. If your company had a database of customer purchases, how might it use that informa-
tion to identify new products to offer?

Source: Adapted from “Best Buy Counts Customers,” CIO Magazine (July 1, 2005).
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At Diamond Technology Partners, a management consulting firm headquartered
in Chicago, Illinois, every consultant has a laptop with applications that allow him
or her to tap into the company databases, complete administrative functions, work
on projects, and communicate with others. Every staff member also has a computer
at his or her disposal. Using the computer is fundamental to the way the company
is organized, because every piece of information generated by every person in the
organization is created, stored, and retrieved from the IS. Everyone can access the
work done by everyone else, regardless of position or status in the company.
Information needed to do a task is available to whoever needs it at the time and
place they need it. For example, a consultant working with a major bottling com-
pany in Florida can access computer routines developed for a similar project for a
utility company in Oregon. IS are integrated into every work function, which
enables Diamond Technology Partners to operate under an organizational form dif-
ferent from its low-tech counterparts. Employees can sustain organizational activ-
ities usually reserved for colleagues collocated at the same physical site even when
they are traveling around the world. They also can share information as if every-
one was in the same office. 

Consider another example. One of the earliest companies to make use of IS
as part of designing its organization was Mrs. Fields Cookies. In the early 1980s,
this company was managing cookie and bakery stores all over the world with a frac-
tion of the management staff of other fast-food chain stores. Every store had a com-
puter system that told the manager how many cookie batches to make, when to
bake them, and when they would lack sufficient freshness for sale. The effect was
a control mechanism similar to having founder Debbie Fields in each store ensur-
ing the quality of her cookies. The information system went even further. It allowed
Mrs. Fields to hire people whose skills were in selling cookies and not worry about
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whether those people could calculate baking cycles. The money spent for labor at
Mrs. Fields stores paid for sales skills, not for baking skills. With store controllers
at the headquarters offices in Park City, Utah, examining the numbers for each store
within twelve hours of the end of each business day, the computer system helped
frame an organizational design that gave Mrs. Fields the ability to sell gourmet
cookies at a reasonable price.

The point is simple: IS comprise a fundamental organizational component
that affects the way managers design their organizations. When used appropri-
ately, IS and information technology (IT) leverage human resources, capital, and
materials to create an organization that optimizes performance. A synergy results
from designing organizations with IT in mind, which cannot be achieved when
IT is just added on.

Chapter 1 introduced a simple framework for understanding the impact
of IS on organizations. The Information Systems Strategy Triangle relates busi-
ness strategy with IS strategy and organizational strategy. In an organization
that operates successfully, an overriding business strategy drives both organi-
zational strategy and information strategy. The most effective businesses opti-
mize the interrelationships between the organization and IT, maximizing
efficiency and productivity.

Organizational strategy includes the organization’s design, as well as the
managerial choices that define, set up, coordinate, and control its work processes.
As discussed in Chapter 1, many models of organizational strategy are available,
such as the business diamond that identifies four primary components of an organ-
ization: its business processes, its tasks and structures (or organizational design),
its management control systems, and its values and culture. Figure 3.1 summa-
rizes complementary design variables from the managerial levers framework.
Optimized organizational design and management control systems support opti-
mal business processes, and they, in turn, reflect the firm’s values and culture. 

This chapter builds on these models. Of primary concern is the ways in which
IT can improve organizational design and management control systems. This chap-
ter considers how IT can best affect organizational and management control vari-
ables. It looks at some innovative organizational designs that made extensive use of
IT and concludes with some ideas about how organizations of the future will organ-
ize with the increasingly widespread use of the Internet and electronic linkages with
suppliers, customers, and the world. This chapter focuses on organizational-level
issues related to structure. The next two chapters complement it with a discussion
of the individual worker and organizational processes. 

c INFORMATION AGE ORGANIZATIONS

In 1988, three professors at the Harvard Business School predicted what would be
key characteristics for the Information Age organization. Their predictions were
close to what actually happened. The following summary of these characteristics



relates them to three dimensions: (1) organizational structure, (2) human
resources, and (3) management processes.

These characteristics, shown in Figure 3.2, serve as the basis for this and the
next two chapters, which describe how information systems affect organizations.
Information Age organizations use different organization structures because they
achieve benefits of small and large scale simultaneously, because they have flexible
structures, because they blur the lines of controls, and because they focus on proj-
ects and processes. Human resources are different because individuals are better
trained and therefore are able to work more autonomously. The work environment
is increasingly engaging and exciting due to the velocity at which business happens.
Finally, Information Age organizations follow management processes designed with
information systems in mind. Control is separated from reporting relationships,
keeping information flowing throughout the organization. Decision making and cre-
ativity are supported by information systems, which retain corporate history, expe-
riences, and expertise in ways non-information-based organizations cannot achieve. 
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Variable Description

Organizational variables
Decision rights Authority to initiate, approve, implement, and control vari-

ous types of decisions necessary to plan and run the business.

Business processes The set of ordered tasks needed to complete key objec-
tives of the business.

Formal reporting The structure set up to ensure coordination among all 
relationships units within the organization.

Informal networks Mechanism, such as ad hoc groups, which work to coordi-
nate and transfer information outside the formal reporting
relationships.

Control variables

Data The information collected, stored, and used by the
organization.

Planning The processes by which future direction is established,
communicated, and implemented.

Performance measurement The set of measures that are used to assess success in the 
and evaluation execution of plans and the processes by which such 

measures are used to improve the quality of work.

Incentives The monetary and nonmonetary devices used to motivate
behavior within an organization.

Cultural variables

Values The set of implicit and explicit beliefs that underlie deci-
sions made and actions taken.

FIGURE 3.1 Organizational design variables.
Source: Cash, Eccles, Nohria, and Nolan, Building the Information Age Organization (Homewood, IL:
Richard D. Irwin, 1994).
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c INFORMATION TECHNOLOGY AND ORGANIZATIONAL DESIGN

This section examines how IT enables or inhibits the design of an organization’s
physical structure. Ideally an organization is designed to facilitate the communi-
cation and work processes necessary for the organization to accomplish its goals.
The structure of reporting relationships typically reflects the flow of communica-
tion and decision making throughout the organization. Traditional organization
structures are hierarchical, flat, or matrix (see Figure 3.3). The networked struc-
ture is a newer organizational form. A comparison of these four types of organiza-
tion structures may be found in Figure 3.4.

Hierarchical Organization Structure

As business organizations entered the twentieth century, they found themselves
growing and needing to devise systems for processing and storing information.
A new class of worker—the clerical worker—flourished. From 1870 to 1920
alone, the number of clerical workers mushroomed from 74,200 to more than a
quarter of a million.1 Factories and offices structured themselves using the
model that Max Weber observed when studying the Catholic Church and the
German army. This model, called a bureaucracy, was based on a hierarchical
organization structure 

Hierarchical organization structure is an organizational form based on
the concepts of division of labor, specialization, and unity of command. When
work needs to be done, it typically comes from the top and is segmented into
smaller and smaller pieces until it reaches the level of the business in which it
will be done. Middle managers do the primary information processing and 

Dimension Characteristics

Organizational Structure Companies have benefits of small scale and large scale simultaneously.
Large organizations adopt flexible and dynamic structures.
The distinctions between centralized and decentralized control blur.
Focus is on projects and processes instead of tasks and standard 
procedures.

Human Resources Workers are better trained, more autonomous, and more transient.
The work environment is exciting and engaging.
Management is a shared, rotated, and sometimes part-time job.
Job descriptions tied to narrowly defined tasks are non-existent.
Compensation is tied directly to contribution.

Management Processes Decision making is well understood.
Control is separated from reporting relationships.
Computers support creativity at all levels of the organization.
Information systems retain corporate history, experience, and expertise.

FIGURE 3.2 Key characteristics for the Information Age organization.
Source: Applegate, Cash, and Mills, “Information Technology and Tomorrow’s Manager,” Harvard
Business Review (November–December 1988), pp. 128–136.

1 Frances Cairncross, The Company of the Future (London: Profile Books, 2002).



communication function, telling their subordinates what to do and telling senior
managers the outcome of what was done. Jobs within the organization are spe-
cialized and often organized around particular functions, such as marketing,
accounting, manufacturing, and so on. Unity of command means that each per-
son has a single supervisor, who in turn has a supervisor, and so on. A number of
rules are established to handle the routine work performed by employees of the
organization. When in doubt about how to complete a task, workers turn to rules.
If a rule doesn’t exist to handle the situation, workers turn to the hierarchy for
the decision. Key decisions are made at the top and filter down through the organ-
ization in a centralized fashion. IS are typically used to store and communicate
information along the lines of the hierarchy and to support the information man-
agement function of the managers. Hierarchical structures are most suited to 

64 c Chapter 3 Organizational Impacts of Information Systems Use

Position for industry 1 

in region 1

Position for industry 1 

in region 2

Position for industry 1 

in region 3

Region 1Regions Region 2 Region 3

Position for industry 2 

in region 1

Position for industry 2 

in region 2

Position for industry 2 

in region 3

Position for industry 3 

in region 1

Industry 1

Industry

Industry 2

Industry 3 Position for industry 3 

in region 2

Position for industry 3 

in region 3

Matrix Organization Structure

Flat Organization Structure

Hierarchical Organization Structure

FIGURE 3.3 Hierarchical, flat, and matrix organization structures.
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relatively stable, certain environments where the top-level executives are in com-
mand of the information needed to make critical decisions. 

Flat Organization Structure

In contrast, in the flat organization structure, decision making is centralized,
with the power often residing in the owner or founder. In flat organizations,
everyone does whatever needs to be done in order to complete business. For
this reason, flat organizations can respond quickly to dynamic, uncertain envi-
ronments. Entrepreneurial organizations often use this structure because they

Description

Characteristics

Type of 
Environment 
Best Supported

Basis of 
Structuring

Power 
Structure

Key 
Technologies 
Supporting 
This Structure

Bureaucratic 
form with 
defined levels of 
management

Division of 
labor, 
specialization, 
unity of 
command, 
formalization

Stable

Certain

Primarily 
function

Centralized 

Mainframe, 
centralized data 
and processing

Decision 
making 
pushed down 
to the lowest 
level in the 
organization

Informal roles, 
planning and 
control; often 
small and 
young 
organizations

Dynamic

Uncertain

Primarily 
function

Centralized 

Personal 
computers

Workers 
assigned to 
two or more 
supervisors in 
an effort to 
make sure 
multiple 
dimensions of 
the business 
are integrated

Dual 
reporting 
relationships 
based on 
function and 
purpose

Dynamic

Uncertain

Functions and 
purpose (i.e., 
location, 
product, 
customer) 

Distributed 
(matrix 
managers)

Networks

Formal and 
informal 
communication 
networks that 
connect all parts
of the company

Known for 
flexibility and 
adaptability

Dynamic

Uncertain

Networks

Distributed 
(network)

Intranets and 
Internet

Hierarchical Flat Matrix Networked

FIGURE 3.4 Comparison of organizational structures.



typically have fewer employees, and even when they grow they initially build on
the premise that everyone must do whatever is needed. As the work grows, new
individuals are added to the organization, and eventually a hierarchy is formed
where divisions are responsible for segments of the work processes. Many com-
panies strive to keep the “entrepreneurial spirit,” but in reality work gets done
in much the same way as with the hierarchy described previously. Flat organi-
zations often use IS to off-load certain routine work in order to avoid hiring addi-
tional workers. As a hierarchy develops, the IS become the glue tying together
parts of the organization that otherwise would not communicate. 

Matrix Organization Structure

The third popular form, the matrix organization structure, typically assigns
workers to two or more supervisors in an effort to make sure multiple dimensions
of the business are integrated. Each supervisor directs a different aspect of the
employee’s work. For example, a member of a matrix team from marketing would
have a supervisor for marketing decisions and a different supervisor for a specific
product line. The team member would report to both, and both would be respon-
sible in some measure for that member’s performance. In some cases the matrix
reflects a third dimension (or more), such as the customer relations segment. IS
reduce the operating complexity of matrix organizations by allowing information
sharing among the different managerial functions. For example, a salesperson’s
sales would be entered into the information system and appear in the results of
all of the managers to whom he or she reports. The matrix structure allows organ-
izations to concentrate on both functions and purpose. It is especially suited to
dynamic, uncertain environments.

Matrix organizations often fail to enable managers to achieve their business
strategies, however. Applegate, McFarlan, and McKenney describe the problem
as follows:

The inability to cope with the increased information processing demands was a
major cause of the failure of the matrix organization. In the 1960s, mainframe sys-
tem architectures, with their centralized control of information processing, mir-
rored the centralized intelligence and control of the hierarchy. The microcomputer
revolution of the 1980s provided tools to decentralize information processing con-
trol that mirrored organizational attempts to decentralize decision authority and
responsibility to small entrepreneurial units. While these decentralized IT
resources helped improve local decision making, the debates and conflicts concern-
ing whether to centralize or decentralize IT resource management reflected orga-
nizational arguments concerning the centralization or decentralization of
organizational decision authority. However, the network revolution of the 1990s
enables distributed information processing and intelligence that make the IT cen-
tralization/decentralization debates of the 1980s irrelevant.2
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2 L. M. Applegate, W. McFarlan, and J. McKenney, Corporate Information Systems Management:
Text and Cases, 4th ed. (Boston: Richard D. Irwin, Inc., 1996).
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Networked Organization Structure

Made possible by new IS, a fourth type of organizational structure emerged: the
networked organization structure (see Figure 3.5). Networked organizations
characteristically feel flat and hierarchical at the same time. An article published
in the Harvard Business Review describes this type of organization: “Rigid hier-
archies are replaced by formal and informal communication networks that con-
nect all parts of the company. . . . [This type of organizational structure] is well
known for its flexibility and adaptiveness.”3 It is particularly suited to dynamic,
unstable environments. 

Networked organization structures are those that utilize distributed informa-
tion and communication systems to replace inflexible hierarchical controls with con-
trols based in IS. Networked organizations are defined by their ability to promote
creativity and flexibility while maintaining operational process control. Because net-
worked structures are distributed, many employees throughout the organization can
share their knowledge and experience, and participate in making key organizational
decisions. IS are fundamental to process design; they improve process efficiency,
effectiveness, and flexibility. As part of the execution of these processes, data are
gathered and stored in centralized data warehouses for use in analysis and deci-
sion making. In theory at least, decision making is more timely and accurate because
data are collected and stored instantly. The extensive use of communications 
technologies and networks also renders it easier to coordinate across functional

FIGURE 3.5 The networked organization.

3 L. M. Applegate, J. I. Cash, and D. Q. Mills, “Information Technology and Tomorrow’s Manager,”
Harvard Business Review (November–December 1988), pp. 128–136.



boundaries. In short, the networked organization is one in which IT ties together
people, processes, and units. 

The organization feels flat when IT is used primarily as a communication vehi-
cle. Traditional hierarchical lines of authority are used for tasks other than com-
munication when everyone can communicate with everyone else, at least in theory.
The term used is technological leveling, because the technology enables individu-
als from all parts of the organization to reach all other parts of the organization. 

Some organizations take the networked structure one step further. When IT
is used extensively as a design tool for the organization, a different organizational
form called the T-form organization is possible. The “T” stands for “technology-
based” or “technology-oriented.” In T-form organizations, IT is combined with tra-
ditional organizational components to form new types of components, such as
electronic linking, production automation, electronic workflows, electronic cus-
tomer/supplier relationships, and self-service Internet portals. While the original
T-form organization was created long before the Internet was popular, this struc-
ture has been adopted by many Internet-based companies today.

Work is often coordinated automatically in the T-form organization.
Systems enable information to more easily move around an organization and
among individuals, making decisions possible wherever they are needed, rather
than only at senior levels of the organization. Business processes are typically
designed differently, relying on the technology for more mundane, repetitive
tasks, and enabling employees to take on more people-oriented and unstruc-
tured responsibilities. These types of organizations are increasingly broaden-
ing their electronic network to include suppliers and customers. For example,
Procter & Gamble works closely with Wal-Mart to make sure shelves are
stocked and inventories replenished automatically. Technology is integrated
with all components of the business, not just communications networks, as in
a traditional networked organization. 

c INFORMATION TECHNOLOGY AND MANAGEMENT 
CONTROL SYSTEMS

Not only does IT change the way organizations are structured, it also profoundly
affects the way managers control their organizations. By control, we mean how peo-
ple and processes are monitored, evaluated, given feedback, and compensated or
rewarded. Figure 3.6 summarizes the activities of management control.

Traditional hierarchical organizations require managers to tightly control oper-
ating processes. To do so, they must understand the standard operating procedures
for the primary activities of the organization.4 The complexity of the activities is
handled by creating divisions and subdivisions and dividing the work among them.
The subdivision continues until individual jobs are specified and tasks are assigned
to individual workers. Then begins the work of the control systems: to ensure that
the work is done on time, properly, and within budget.
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4 Robert Simons, Levers of Control: How Managers Use Innovative Control Systems to Drive
Strategic Renewal (Boston: Harvard Business School Press, 1995).
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IS play three important roles in management control processes: 

1. Collection: They enable the collection of information that may not be
collectible other ways.

2. Communication: They speed the flow of information from where it is
generated to where it is needed.

3. Evaluation: They facilitate the analysis of information in ways that may
not be possible otherwise.

These roles played by IS are subsumed in various management control activities
that we outline in Figure 3.6 and discuss next.

Information Technology Changes the Way Managers Monitor 

Monitoring work can take on a completely new meaning with the use of informa-
tion technologies. IS make it possible to collect such data as the number of key-
strokes, the precise time spent on a task, exactly who was contacted, and the specific
data that passed through the process. For example, a call center that handles cus-
tomer service telephone calls is typically monitored by an information system that
collects data on the number of calls each representative received and the length
of time each representative took to answer each call and then to respond to the
question or request for service. Managers at call centers can easily and nonintru-
sively collect data on virtually any part of the process. In contrast, a manager of
field representatives might also use IS to monitor work, but the use may be more
obvious and thus present an intrusion. For example, having field sales personnel
complete documents detailing their progress adds work for them.

The organizational design challenge is twofold: (1) to embed monitoring tasks
within everyday work, and (2) to reduce the negative impacts to workers being
monitored. Workers perceive their regular tasks as value-adding, but have diffi-
culty in seeing how value is added by tasks designed to provide information for
management control. Often these tasks are avoided, or worse, data recorded are

Control Activities Brief Definition

Monitoring Observing and keeping track of the progress, quality, cost, time, and
other relevant parameters.

Evaluating Comparing the data collected through monitoring to standards or his-
torical data.

Providing Feedback Communicating the results of evaluation to the individuals responsi-
ble for the activities and tasks.

Compensating Deciding on salary or other forms of payment to those individuals who
performed the tasks.

Rewarding Deciding and delivering bonuses, recognition, or other types of prize
for exemplary work.

FIGURE 3.6 Model of management control activities.



inaccurate, falsified, or untimely. Collecting monitoring data directly from work
tasks—or embedding the creation and storage of performance information into
software used to perform work—renders them more reliable.

Employee monitoring systems may be intrusive and can hurt morale.
Employees should receive prior notice that they are being monitored, but this
awareness often heightens their stress levels. Also, tracking job performance in
terms of discrete, measurable tasks can serve to disconnect the worker from the
larger business process in which he or she is involved, giving him or her less oppor-
tunity to broaden his or her skills and advance in the organization. Breaking down
jobs into simple tasks counters an organizational philosophy that seeks to empower
individuals to make significant contributions to the company as a whole.

Information Technology Changes the Way Managers Evaluate

IS make it possible to evaluate data against reams of standard or historical data as
desired. Models can be built and simulations designed. Thus, managers can more
easily and completely understand the progress and performance of work. In fact,
the ready availability of so much information catches some managers in “analysis
paralysis”: analyzing too much or too long. In our example of the call center, a man-
ager can compare a worker’s output to that of colleagues, to earlier output, to his-
torical outputs reflecting similar work conditions at other times, and so on.

Even though evaluation constitutes an important use of IS, how the informa-
tion is used has significant organizational consequences. Information collected for
evaluation may be used to provide feedback so the worker can improve personal
performance; it also can be used to determine rewards and compensation. The for-
mer use—for improvement in performance—is nonthreatening and generally wel-
come. Using the same information for determining compensation or rewards,
however, can be threatening. Suppose the call center manager is evaluating the
number and duration of calls service representatives answer on a given day. The
manager’s goal is to make sure all calls are answered quickly, and he or she com-
municates that goal to his or her staff. Now think about how the evaluation infor-
mation is used. If the manager simply provides the workers with information about
numbers and duration, then the evaluation is not threatening. Typically, each worker
will make his or her own evaluation and respond by improving call numbers and
duration. A discussion may even occur in which the service representative describes
other important dimensions, such as customer satisfaction and quality. Perhaps the
representative takes longer than average on each call because of the attention
devoted to the customer. On the other hand, if the manager uses the information
about number of calls and duration to rank workers so that top workers are
rewarded, then workers may feel threatened by the evaluation and respond accord-
ingly. The representative not on the top of the list may shorten calls, deliver less
quality, or cause a decrease in customer satisfaction. The lesson for managers is to
take care concerning what is monitored and how the information the systems make
available is used. Metrics for performance must be meaningful in terms of the orga-
nization’s broader goals, but these metrics are harder to define when work is decen-
tralized and monitored electronically.
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Information Technology Changes the Way Managers Provide Feedback

Using evaluation information for rewards will drive organizational behavior. How
feedback is communicated in the organization also plays a role in affecting behavior. 

Some feedback can be communicated via IS themselves. A simple example is
the feedback built into an electronic form that will not allow it to be submitted until
it is properly filled out. For more complex feedback, IS may not be the appropri-
ate vehicle. For example, no one would want to be told they were doing a poor job
via e-mail or voice mail. Negative feedback of significant consequence often is best
delivered in person or over the telephone in real time. 

IS can allow for feedback from a variety of participants who otherwise could
not be involved. Many companies do a “360-degree” feedback, into which the indi-
vidual’s supervisors, subordinates, and coworkers all provide input. IS make it rel-
atively easy to solicit feedback from anyone who has access to the system. Because
that feedback is received more quickly, improvements can be made faster.

Information Technology Changes the Way Managers 
Compensate and Reward

Compensation and rewards are the ways organizations create incentives to good
performance. A clever reward system can make employees feel good without pay-
ing them more money. IS can affect these processes, too. Some organizations use
their Web sites to recognize high performers. Others reward them with new tech-
nology. At one organization, top performers get new computers every year, while
lower performers get the “hand-me-downs.”

IS make it easier to design complex incentive systems, such as shared or team-
based incentives. An information system facilitates keeping track of contributions
of team members and, in conjunction with qualitative inputs, can be used to allo-
cate rewards according to complex formulas. For example, in the call center exam-
ple, tracking metrics, such as “average time per call” and “number of calls
answered,” allows the manager to monitor agents’ performance. This quantitative
data makes for useful comparisons, but it cannot account for qualitative variables:
for example, agents who spend more time handling calls may be providing better
customer service. Agents who know they will be evaluated by the volume of calls
they process may rush callers and provide poorer service in order to maximize their
performance according to the narrow metric. Agents providing the poorest serv-
ice could in fact be compensated best if the firm’s performance evaluation and com-
pensation strategy is linked only to such metrics. The manager must consider both
the metrics and qualitative data in assigning compensation and rewards.

Information Technology Changes the Way Managers Control Processes

The preceding section primarily addresses the control of individuals. Managers also
need to control work done at the process level. At the individual level, IS can
streamline the process of monitoring, evaluating, and compensating. Process con-
trol is a different matter.

Process control refers to the levers available to a manager to ensure that oper-
ational processes are carried out appropriately. A percentage of that control lies in



making sure individuals perform appropriately. The process itself needs continu-
ous improvement, and although the various methods of process improvement lie
outside the scope of this book, it is important to understand that IS can play a cru-
cial role. IS provide decision models for scenario planning and evaluation. For
example, the airlines routinely use decision models to study the effects of chang-
ing routes or schedules. IS collect and analyze information from automated
processes, and they can be used to make automatic adjustments to the processes.
For example, a paper mill uses IS to monitor the mixing of ingredients in a batch
of paper and to add more ingredients or change the temperature of the boiler as
necessary. IS collect, evaluate, and communicate information, leaving managers free
to make decisions.

c VIRTUAL ORGANIZATIONS

The virtual organization provides a clear example of how organizations can be
designed differently using information. A virtual organization is a structure that
makes it possible for individuals to work for an organization and live anywhere. The
Internet and corporate intranets create the opportunity for individuals to work from
anyplace they can access a computer—from home, satellite offices, customer sites,
and hotel rooms. 

The structure of a virtual organization is networked. Everyone has access
to everyone else using technology. Hierarchy may be present in the supervisory
roles, but work is done crossing boundaries. For work that can be done on a com-
puter or work that makes extensive use of telecommunications, technologies such
as ISDN, the Internet, and Microsoft Outlook make it possible to design a work
environment anywhere. E-mail is the most widely used means of communica-
tion, making it possible for even the newest member of a team to communicate
with the most senior person in the organization. The basis of success in a vir-
tual organization is the amount of collaboration that takes place between indi-
viduals. In a traditional organization, individuals mainly collaborate by holding
face-to-face meetings. They use IS to communicate and to supplement these
meetings, but the culture requires “looking at eyeballs” to get work done. By
contrast, a virtual organization uses its IS as the basis for collaboration. 
For example, Diamond Technology Partners, the consulting firm discussed ear-
lier, uses Lotus Notes as the basis for collaborative work, thus giving its con-
sultants access to the entire knowledge of the organization from the “portal” of
its computers. 

In the virtual organization, processes are designed differently, reflecting the
fact that not everyone will be in the office to do the tasks in the process. For exam-
ple, when management wants to reward an employee, assigning that person a larger
or more prestigious office is not a useful reward. A different reward system is
needed. Supervisory processes differ as the responsibility shifts from the manager
keeping tabs on the employee, to the employee keeping the manager informed of
progress, problems, and needed assistance. Support processes also change. Paper-
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based forms that get filed into a single cabinet need to be replaced by electronic
forms that can circulate and are accessible everywhere. Business processes must
accommodate the new organization. One insurance company put its customer serv-
ice and order processing systems online so that teleworkers can take calls and com-
plete the processes from anywhere.

VeriFone, a leading manufacturer of credit verification systems, is well
known for its virtual organization.5 The company was founded in 1981 by an
entrepreneur who hated bureaucracy. By 1990, it was the leading company for
transaction automation with products and services used in more than 80 coun-
tries. VeriFone’s office building in northern California houses a nominal corpo-
rate headquarters. In several plants around the world, its processing systems are
actually made, and its distribution centers facilitate rapid delivery to customers.
Most corporate functions, however, occur at multiple global locations, includ-
ing Texas, Hawaii, India, and Taiwan. The company seeks to put its people in
close proximity to customers and emerging markets, which results in about a
third of the employees traveling roughly half of the time. This strategy gives
VeriFone first-hand information about business opportunities and competitive
situations worldwide. 

At the heart of the company culture is constant and reliable sharing of infor-
mation. It is a culture that thrives on the chief executive officer’s ban on secre-
taries and paper correspondence. Everyday the chief information officer (CIO)
gathers yesterday’s results and measures them against the company’s plans.
Systems post travel itineraries of everyone in the company and track which peo-
ple speak what languages. Using IS for simulation and analysis, the CIO pulls
together information from databases around the company for an e-mail news-
letter to everyone in the company. The newsletter describes the latest products,
competitive wins, and operating efficiencies. The top 15 salespeople are often
listed, along with their sales figures. More than just managing the IS, VeriFone’s
CIO provides the “information glue” that holds the virtual organization
together. 

A story is told of a new salesperson who was trying to close a particularly big
deal. He was about to get a customer signature on the contract when he was asked
about the competition’s system. Being new to the company, he did not have an
answer, but he knew he could count on the company’s information network for help.
He asked his customer for 24 hours to research the answer. He then sent a note
to everyone in the company asking the questions posed by the customer. The next
morning, he had several responses from others around the company. He went to
his client with the answers and closed the deal. 

What is interesting about this example is that the “new guy” was treated as a
colleague by others around the world, even though they did not know him per-
sonally. He was also able to collaborate with them instantaneously. It was standard

5 Hossam Galal, Donna Stoddard, Richard Nolan, and Jon Kao, “VeriFone: The Transaction
Automation Company,” Harvard Business School case study 195-088.



procedure, not panic time, because of the culture of collaboration in this virtual
organization. The information infrastructure provided the means, but the organi-
zation built on top of it consisted of processes designed for individuals at a geo-
graphical remove.

c VIRTUAL TEAMS

Few organizations are as totally virtual as Verifone. However, an increasing num-
ber of organizations have virtual components called virtual teams. Virtual teams
are defined as “geographically and/or organizationally dispersed coworkers that are
assembled using a combination of telecommunications and information technolo-
gies to accomplish an organizational task.”6 This definition includes teams whose
members seldom meet face-to-face. The members of virtual teams may be in dif-
ferent locations, organizations, time zones, or time shifts. Further, virtual teams may
have distinct, relatively permanent membership, or they may be relatively fluid as
they evolve to respond to changing task requirements and as members leave and
are replaced by new members.

Several reasons explain the growing popularity of virtual teams: 

• As information needs mushroom, organizations rely increasingly upon
the skills as knowledge of individuals dispersed across different coun-
tries, time zones, and organizations. 

• The enhanced bandwidths of today’s telecommunication technologies
promote the use of networks linking individuals, internal and external to
the organization. 

• Technology in the form of group support systems, groupware, and deci-
sion-making support software is available to assist virtual teams in collab-
orating and making decisions. 

• Difficulties in getting relevant stakeholders together physically are relaxed.

• Growing pressure for offshoring has resulted in systems development by
global virtual teams whose members are located around the world.

Virtual teams clearly offer advantages in terms of expanding the knowledge
base through team membership, increasing representation in ad hoc teams, and
following the sun. In an example of following the sun, London team members of
a virtual team of software developers at Tandem Services Corporation initially code
the project and transmit their code each evening to U.S. team members for test-
ing. U.S. members forward the code they tested to Tokyo for debugging. London
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6 A. M. Townsend, S. DeMarie, and A.R. Hendrickson, “Virtual Teams: Technology and the 
Workplace of the Future,” Academy of Management Executive 12:3 (1998), pp. 17–28.
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team members start their next day with the code debugged by their Japanese col-
leagues, and another cycle is initiated.7 However, time zones can work against vir-
tual team members when they are forced to stay up late or work in the middle of
the night in order to communicate with team members in other time zone. A sum-
mary of this and other challenges in comparison with more traditional teams can
be found in Figure 3.7. 

A major communication challenge that virtual teams face stems from their
only being able to communicate electronically via e-mail, teleconferences, or
messaging systems. Electronic media allow team members to transcend the lim-
itations of space, and even store messages for future references. But, electronic
communications may not allow team members to convey the nuances that are
possible with face-to-face conversations. In addition, virtual teams differ from
traditional teams in terms of technological and diversity challenges. For exam-
ple, traditional teams, unlike virtual ones, may not have to deal with the hassles
of learning new technologies or selecting the technology that is most appropri-
ate for the task at hand. Perhaps the greatest challenges that virtual teams face
in comparison to their more traditional counterparts arise from the diversity of
the team members. Virtual teams enable members to come from many differ-
ent cultures and nations. Even though this diversity allows managers to pick team
members from a wider selection of experts, global virtual teams are more likely
than more traditional teams to be stymied by team members who have differ-
ent native languages.

Managers cannot manage virtual teams in the same way that they manage more
traditional teams. The differences in management control activities are particularly
pronounced. Leaders of virtual teams cannot easily observe the behavior of virtual
team members. Thus, monitoring of behavior is likely to be more limited than in
traditional teams. Performance is more likely to be evaluated in terms of output
than on displays of behavior. Because the team members are dispersed, providing
feedback is especially important—not just at the end of a team’s project, but
throughout the team’s life. In order to encourage the accomplishment of the team’s
goal, compensation should be based heavily on the team’s performance, rather than
just on individual performance. Compensating team members for individual per-
formance may result in “hot-rodding” or lack of cooperation among team mem-
bers. Organizational reward systems must be aligned with the accomplishment of
desired team goals. This alignment is especially difficult when virtual team mem-
bers belong to different organizations, each with their own unique reward and com-
pensation systems. Each compensation system may affect individual performance
in a different way. Managers need to be aware of differences and attempt to dis-
cover ways to provide motivating rewards to all team members. 

7 Marie-Claude Boudreau, Karen Loch, Daniel Robey, and Detmar Straub, “Going Global: Using
Information Technology to Advance the Competitiveness of the Virtual Transnational Organization,”
Academy of Management Executive 12:4 (1998), pp. 120–128.
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FIGURE 3.7 Comparison of challenges facing virtual teams and traditional teams.

Looking beyond these management control activities, we see that prescriptions
for managing the communications and information technologies in virtual team
environments are limited. Since the distances are often great, managers clearly need
to keep the channels of communication open to allow team members to get their
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work done. Some tasks lend themselves to certain technologies. This means that
they must have the necessary technological support. For instance, if a manager
wants to have a meeting of team members but has neither the budget nor the
lead time to plan for extensive travel to the meeting, video conferencing may
be a viable alternative. E-mails are excellent for short messages to one or all
group members. Managers may decide to initiate a team’s activity with a face-
to-face meeting so that the seeds of trust can be planted and team members feel
as if they know one another on a more personal basis. Face-to face meetings also
appear to be the heartbeat of successful global virtual teams.8 Successful virtual
teams organize their activities around regularly scheduled face-to-face meetings.
Before each meeting there is a flurry of communication and activity as team
members prepare for the meeting. After the meeting there are considerable 
follow-up messages and tasks. Managers may also seek to provide technologies
to support individual team member characteristics. For team members who are
conscious of deadlines, planning and scheduling software may be especially use-
ful. Team members who are polychronous and prefer to do several activities at
one time may want to have instant messaging or Skype (a Voice-over-IP support
system) available to them so that they can communicate with their teammates
and still work on other tasks. (Instant messaging and Voice-over-IP are discussed
in more detail in Chapter 7.)

Having the needed communication and information technologies available
means that all team members have the same or compatible technologies at their
locations. The support staff to maintain and update the systems must be in place.
Further, managers must also provide the framework for using the technology.
Policies and norms, or unwritten rules, need to be established about how the
team members should use the technology to work with one another.9 These
should include norms about telephone, e-mail, and videoconferencing etiquette
(i.e., how often to check for messages, the maximum time to wait to return 
e-mails, warning team members about absences or national holidays, etc.), work
to be performed, and so on. Such norms are especially important when team
members are not in the same office and cannot see when team members are
unavailable.

c FOOD FOR THOUGHT: IMMEDIATELY 
RESPONSIVE ORGANIZATIONS

A series of ideas are floating around centered on the immediacy of responses that
IS make possible and the organizational forms that result (see, for example, the

8 M.L. Maznevski and K. Chudoba, “Bridging Space Over Time: Global Virtual Team Dynamics and
Effectiveness,” Organization Science 11:5 (2000), pp. 373–392.
9 C. Saunders, C. Van Slyke, and D.R. Vogel, “My Time or Yours? Managing Time Visions in Global
Virtual Teams,” Academy of Management Executive 18:1 (2004), pp. 19–31.



popular books Blur,10 Real Time,11 Corporate Kinetics,12 Adaptive Enterprise,13

and The Horizontal Organization.14 These ideas suggest that the increased use of
IS in general, and the Internet in particular, make possible the ability to respond
instantly to customer demands, supplier issues, and internal communication needs.
IS are enabling even more advanced organization forms such as the adaptive organ-
ization, the horizontal organization, and a relatively new form, the zero time organ-
ization.15 Common to all of these designs is the idea of agile, responsive
organizations that can configure their resources and people quickly and are flex-
ible enough to sense and respond to changing demands. 

The zero time organization, for example, describes the concept of instant “cus-
tomerization,” or the ability to respond to customers immediately. In order to
accomplish this goal, the organization must master five disciplines:

1. Instant value alignment: understanding the customer so well that the com-
pany anticipates and is therefore ready to provide exactly what the cus-
tomer wants.

2. Instant learning: building learning directly into the company’s tasks and
processes and making sure that requisite information is readily at hand when
it is needed.

3. Instant involvement: using IS to communicate all relevant information to
suppliers, customers, and employees and making sure everyone is prepared
to deliver their products, services, or information instantly.

4. Instant adaptation: creating a culture and structure that enable all workers
to act instantly and to make decisions to respond to customers.

5. Instant execution: building business processes that involve as few people as
possible (no touch), electronically cross organizational boundaries, and result
in cycle times so short that they appear to execute instantly when the cus-
tomer needs their outputs. 

Building in the capability to respond instantly means designing the organiza-
tion so that each of the key structural elements is able to respond instantly. For
example, instant learning means building learning into the business processes. It
means using IS to deliver small modules of learning directly to the point where the
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10 Stan Davis and Christopher Meyer, Blur (Reading, MA: Perseus Books, 1998).
11 Regis McKenna, Real Time (Boston: Harvard Business School Press, 1997).
12 Michael Fradette and Steve Michaud, Corporate Kinetics (New York: Simon and Schuster, 1998).
13 Stephan H. Haeckel and Adrian J. Slywotzky, Adaptive Enterprise: Creating and Leading 
Sense-and-Respond Organizations (Boston: Harvard Business School Press, 1999).
14 Frank Ostroff, The Horizontal Organization: What the Organization of the Future Actually Looks
Like and How It Delivers Value to Customers (New York: Oxford University Press, 1999).
15 R. Yeh, K. Pearlson, and G. Kozmetsky, ZeroTime: Providing Instant Customer Value Everytime—
All the Time (Hoboken, NJ: John Wiley & Sons, 2000).
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process is being done. For example, at Dell Computers, assembly line workers have
access to a terminal directly above their workstations. As an assembly comes to their
stations, its bar code tells the information system what type of assembly it is and
which instructions to display. When the assembly reaches the table, the instruc-
tions are already there. The worker does not have to ask for the instructions, nor
go anyplace to find them. IS allows this instant learning to happen. 

Few companies qualify as zero time organizations. As IS become ubiquitous
and customers increasingly demand instant service, zero time characteristics will
become even more common in business.

c SUMMARY

• Incorporating information systems as a fundamental organizational design compo-
nent is critical to company survival. Organizational strategy includes the organiza-
tion’s design, as well as the manager’s choices that define, set up, coordinate, and
control its work processes. 

• Organizational designers today must have a working knowledge of what informa-
tion systems can do and how the choice of information system will affect the
organization itself.

• Information flows can facilitate or inhibit organizational structures. 

• Forms such as flat, hierarchical, and matrix organizations are being enhanced by
information technology resulting in networked organizations and virtual organiza-
tions that can better respond to dynamic, uncertain organizational environments.

• Information technology affects managerial control mechanisms: monitoring, evalu-
ating, providing feedback, compensating, and rewarding. It is the job of the man-
ager to ensure the proper control mechanisms are in place and the interactions
between the organization and the information systems do not undermine the man-
agerial objectives.

• A virtual organization is a structure that makes it possible for individuals to work
for an organization and live anywhere. They are made possible through informa-
tion and communication technologies.

• Virtual teams are defined as “geographically and/or organizationally dispersed
coworkers that are assembled using a combination of telecommunications and
information technologies to accomplish an organizational task.” They are an
increasingly common organizational phenomenon and must be managed differ-
ently from more traditional teams, especially when team members are from differ-
ent organizations, cultures, or countries.

c KEY TERMS

flat organization 
structure (p. 65)

hierarchical organization
structure (p. 63)

networked organization
structure (p. 67)

matrix organization
structure (p. 66)

organizational strategy
(p. 61)

virtual organization (p. 72)
virtual teams (p. 74)



c DISCUSSION QUESTIONS

1. How might IT change a manager’s job?

2. Is monitoring an employee’s work on a computer a desirable or undesirable activity from
a manager’s perspective? From the employee’s perspective? Defend your position.

3. E-mail makes communications between individuals much easier. Give an example of a
type of communication that would be inappropriate if it only took place over e-mail. What
is an example of an appropriate communication for e-mail?

4. It is sometimes argued that team members must meet face-to-face in order to accom-
plish more complex, meaningful tasks? Do you agree? Explain.

5. Consider the brief description of the zero time organization. What is an example of a con-
trol system that would be critical to manage for success in the zero time organization? Why?

6. Mary Kay, Inc., sells facial skin care products and cosmetics around the globe. The busi-
ness model is to provide one-on-one, highly personalized service. More than 500,000
Independent Beauty Consultants (IBCs) sell in 29 markets worldwide. Each IBC runs his
or her own business by developing a client base, and then providing services and products
for sale to those clients. Recently the IBCs were offered support through an e-commerce
system with two major components: mymk.com and Mary Kay InTouch. Mymk.com allows
IBCs to create instant online sites where customers can shop anytime directly with their per-
sonal IBC. Mary Kay InTouch streamlines the ordering process by automatically calculat-
ing discounts, detecting promotion eligibility, allowing the IBCs to access up-to-date product
catalogs, and providing a faster way to transact business with the company.16

a. How would the organizational strategy need to change to respond to Mary Kay’s new
business strategy?

b. What changes would you suggest Mary Kay, Inc. managers make in their management
systems order to realize the intended benefits of the new systems? Specifically, what types
of changes would you expect to make in the evaluation systems, the reward systems, and
feedback systems?

CASE STUDY 3-1

VIRTUALLY THERE?

Dr. Laura Esserman leans forward and speaks with conviction, making broad gestures with
her hands. “Over the past couple of decades, I’ve watched industries be transformed by
the use of information systems and incredible visual displays,” she says. “What we could
do is to completely change the way we work—just by changing the way we collect and
share information.” 

Sounds familiar, right? But Esserman isn’t championing yet another overzealous Silicon
Valley start-up—she’s envisioning how cancer patients will interact with their doctors. If
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Esserman, a Stanford-trained surgeon and MBA, has her way, patients won’t sit passively
on an exam table, listening to impenetrable diagnoses and memorizing treatment instruc-
tions. Instead, they’ll have access to a multimedia treasure chest of real-time diagnosis, treat-
ment, and success-rate data from thousands of cases like their own. Better still, they won’t
meet with just one doctor. There will be other doctors on the case—some from the other
side of the hospital and some, perhaps, from the other side of the world. 

Esserman and her colleagues at the University of California San Francisco’s Carol Franc
Buck Breast Care Center are pioneers in the new world of virtual teams and virtual tools,
a world in which there will be real change in the way highly trained people whose work
depends on intense collaboration get things done. Her goal at the Buck Breast Care Center
is to use virtual tools to bring more useful information (and more doctors) into the exam
room. Why? Because two heads really are better than one. She explains that when patients
see their doctors after a breast cancer diagnosis, for example, they are handed a recom-
mended course of treatment that involves serious choices and trade-offs. Of course, most
patients don’t know enough about the merits of, say, a lumpectomy versus a mastectomy to
make an informed choice, so they trust their doctors to tell them what to do. 

But a single doctor isn’t always equipped to make the best decision, especially since dif-
ferent procedures can have very different long-term physical and emotional impacts—but
may not be all that different in their short-term medical outcomes. “Very often,” Esserman
says, “doctors recommend a particular treatment because they’re more familiar with it. But
we should be advocates for our patients, rather than our specialties.” 

Although her full-blown program is a long way off, Esserman has run a pilot project with
24 patients. She worked with both Oracle, the Silicon Valley database giant, and MAYA Viz,
a Pittsburgh company that develops “decision community” software, to allow doctors across
the country to collaborate virtually. Through Esserman’s approach, when a patient arrives
at the doctor’s office to receive treatment instructions, instead of listening to a physician’s
monologue, she’s handed a printout. On the top left side of the page is the diagnosis, fol-
lowed by patient-specific data: the size and spread of the tumor, when it was discovered,
and the name of the treating doctor. Below that is statistical information generated from clin-
ical-research databases, such as the number of similar cases treated each year and details
about survival rates. 

A set of arrows point to treatment options. Next, the patient reads the risks and benefits
associated with each treatment. She can follow along as the doctor explains the chances that
the cancer will recur after each option and the likelihood that a particular treatment will
require follow-up procedures, as well as a comparison of survival rates for each one. 

At this point, the patient has an opportunity to voice concerns about treatment options,
and the physician can explain her experiences with each one. “When you share this kind of infor-
mation, patients and doctors can make decisions together according to the patient’s values,”
Esserman says. This is where the network tools come into play. Drawing from stored databases
of both clinical trials and patient-treatment histories local to the hospital, the physician can com-
pare courses of action and results far beyond her own personal experience. “A medical opinion
is really just one physician’s synthesis of the information,” notes Esserman. “So you need a way
to calibrate yourself—a way to continually ask, Are there variations among the group of doctors
that I work with? Am I subjecting people to procedures that turn out not to be useful?” 

With a real-time, shared-data network, these questions can be answered at the touch of
a button instead of after hours, weeks, or months of research. But that’s just the beginning.
A real-time network also presents the possibility of seeking help from other specialists on
puzzling cases, even if those specialists are on the other side of the world. 



Discussion Questions

1. Why does this case offer an example of a virtual team? In what ways are the team
members on this team dispersed (i.e., location, organization, culture, etc.)?

2. What are the advantages of the virtual team described in this case?

3. What technological support is needed for the virtual team to meet its goals? 

4. What suggestions can you offer Dr. Esserman for managing this virtual team?

Source: Excerpted from Alison Overholt, “Virtually There,” Fast Company 56 (March 2002), p. 108,
available at http://www.fastcompany.com/online/56/virtual.html.

CASE STUDY 3-2

THE FBI?

The Federal Bureau of Investigation of the U.S. government, the FBI, was forced to scrap
its $170 million virtual case file (VCF) management system. Official reports blamed numer-
ous delays, cost overruns, and incompatible software. But a deeper examination of the cause
of this failure uncovered issues of control, culture, and incompatible organizational systems.

Among its many duties, the FBI is charged with the responsibility to fight crime and ter-
rorism. To do so requires a large number of agents located within the Unites States and
around the world. That means agents must be able to share information among themselves
within the bureau, and with other federal, state, and local law enforcement agencies. But
sharing information has never been standard operating procedure for this agency.
According to one source, “agents are accustomed to holding information close to their bul-
letproof vests and scorn the idea of sharing information.”

Enter the FBI’s efforts to modernize its infrastructure, codenamed “Trilogy.” The efforts
included providing agents with 30,000 desktop PCs, high-bandwidth networks to connect
FBI locations around the world, and the VCF project to facilitate sharing of case informa-
tion worldwide. The FBI Director explained to Congress that VCF would provide “an elec-
tronic means for agents to globally send field notes, documents, pieces of intelligence and
other evidence so they could hopefully act faster on leads.” It was designed to replace a
paper-intensive process with an electronic, Web-based process. With such a reasonable goal,
why didn’t it work?

The CIO of the FBI offered one explanation. He claimed that “the FBI must radically
change the agency’s culture if the Bureau is ever going to get the high-tech analysis and sur-
veillance tools it needs to effectively fight terrorism. We must move from a decentralized
amalgam of 56 field offices that are deeply distrustful of technology, outsiders and each other
to a seamlessly integrated global intelligence operation capable of sharing information and
preventing crimes in real-time.”

A former project manager at the FBI further explained, “They work under the idea that
everything needs to be kept secret. But everything doesn’t have to be kept secret. To do this
right, you have to share information.”

The VCF system has been shut down, but the CIO is working on a new approach. He is
busy trying to win buy-in from agents in the field so that the next case management system
will work. In addition, he is working to establish a portfolio management plan that will cover

82 c Chapter 3 Organizational Impacts of Information Systems Use



all of the FBI’s IT projects, even those begun in decentralized offices. His team has been
designing an enterprise architecture that will lay out standards for a bureauwide informa-
tion system. The Director of the FBI has helped too. He reorganized the governance of IT,
taking IT budget control away from the districts and giving total IT budget authority to the
CIO.

The FBI announced that it will build a new case management system called Sentinel in
four phases. The new system, according to the CIO, will include workflow, document man-
agement, record management, audit trails, access control, and single sign-on. To manage the
expectations of the agents, the CIO plans to communicate often and significantly increase
the training program for the new system. The CIO commented, “We want to automate those
things that are the most manually cumbersome for the agents so they can see that technol-
ogy can actually enhance their productivity. That is how to change their attitudes.”

Discussion Questions

1. What do you think were the real reasons why the VCF system failed? 

2. What were the points of alignment and misalignment between the Information
Systems Strategy and the FBI organization?

3. What do you think of the CIO’s final comment about how to change attitudes?  Do
you think it will work?  Why or why not?

4. If you were the CIO, what would you do to help the FBI modernize and make better
use of information technology?

Source: Adapted from Allan Holmes, “Why the G-Men Aren’t IT Men,” CIO Magazine (June 15, 2005),
pp. 42–45.
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c4CHAPTER

INFORMATION
TECHNOLOGY AND THE
DESIGN OF WORK1

In her book, In the Age of the Smart Machine: The Future of Work and Power,
Shoshana Zuboff studied the effects on data clerks of a new computer system that auto-
mated insurance claims processing. Before the implementation, clerks processed claims
by hand using paper, pencils, and ledger books. After the information technology (IT)
system was implemented, the clerks used only computer keyboards and telephones—
and the latter only occasionally, when they needed to call customers for clarifications.

The new IT system created confusion and workers felt distanced from the work
process. The clerks did not fully understand where the data on their screens came
from, or what the information meant. The sensory satisfaction gained from handling
paper forms and writing in ledger books was missing. The information with which the
clerks worked became nothing more than streams of data, without apparent meaning
or importance. Zuboff found that the clerks were “frustrated by the loss of the con-
creteness that had provided for them a sense of certainty and control.”2 As one ben-
efits analyst explained, “Now we have numbers without names—no ledgers, no writing,
no history, no paper. The only reality we have left is when we get to talk to a customer.”

The clerks actually lost skills. A manager described the new system as requir-
ing “less thought, judgment, and manual intervention” than the manual system it
had replaced. This sentiment was echoed by a benefits analyst who prided himself
on knowing, through memorization and experience, a variety of claims limitations
that his job previously required him to know. After the implementation, he noted:
“The computer system is supposed to know all the limitations, which is great
because I no longer know them. I used to, but now I don’t know half the things I
used to. I feel that I have lost it—the computer knows more.” New clerks, when
hired, were chosen for their ability to use the computer, not for their ability to
understand the processes of the insurance business.

1 The authors wish to acknowledge and thank David K. Wolpert, MBA 1999, for his help in research-
ing and writing early drafts of this chapter.
2 Shoshan Zuboff, In the Age of the Smart Machine: The Future of Work and Power (New York:
Basic Books, 1988). All quotes in this section are from pp. 130–135.
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The work itself became more routine and mechanical. It was automated,
which means that technology replaced the human worker, in contrast to work that
had been informated, which occurs when workers are provided with access to a
variety of information that allows them to go beyond the requirements of a job to
understand the larger picture and more abstract concepts. One analyst distilled his
work description down to “pushing buttons.” Other employees observed that they
used to work with or for their supervisors, but they now work mainly with machines.
The decreased level of human interaction was upsetting to many employees, and
some resisted the change imposed upon them.

Although the automation of work may increase productivity and cut costs,
it can also lower morale and job satisfaction and cause employees to lose skills.
These drawbacks can themselves cause additional problems, such as increased
employee turnover or absenteeism, which ultimately may lead to reduced pro-
ductivity. 

The Information Systems Strategy Triangle, discussed in the first and third
chapters, suggests that changing information systems (IS) results in changes in
organizational characteristics. The clerical work in the previous example illus-
trates how it can happen. Even though the deployment of IS was done for busi-
ness reasons, a number of consequences in the organization were unanticipated.
Workers’ skills were underutilized in some ways, and workers were not skilled
in using the IS. They were unable to do the automated job successfully. Instead,
they preferred the manual methods. The managers of this implementation did
not make adequate changes in the organizational strategy to support the changes
made in the IS.

Chapter 3 explored how IT influences the design of both physical and virtual
organizations. This chapter examines how IT affects the human resources aspects
of the Information Age. It explores issues related to changing the nature of work,
IT’s impact on different types of workers, and the rise of new work environments.
This chapter looks at how IT enables and facilitates a shift toward work that cre-
ates, disseminates, and applies knowledge. It examines how work is changed, where
work is done, and how work is managed. The terms IS and IT are used inter-
changeably in this chapter, and only basic details are provided on technologies used.
The point of this chapter is to look at the impact of IS on the way work is done by
individual workers. This chapter should help managers understand the challenges
in designing technology-intensive work and develop a sense of how to address these
challenges and overcome resistance to IT.

c JOB DESIGN FRAMEWORK

A simple framework can be used to assess how emerging technologies may affect
work. As suggested by the Information Systems Strategy Triangle (in Chapter 1),
this framework links the organizational strategy with IS decisions. This framework
is useful in designing key characteristics of jobs by asking key questions and help-



ing identify where IS can affect the performance, effectiveness, and satisfaction of
the worker. Consider the following questions: 

• What tasks will be performed? Understanding what tasks are needed to
complete the process being done by the worker requires an assessment
of specific outcomes that are needed, inputs, and the transformation
needed to turn inputs into outcomes.

• How will the work be performed? Some things are best done by people
and other things are best done by computer. For example, dealing
directly with customers is often best done by people, because the unpre-
dictability of the interaction may require a complex set of tasks that can-
not be automated. Further, most people want to deal directly with other
people. On the other hand, computers are much better at keeping track
of inventory, calculating compensation, and many other repetitious tasks
that are opportunities for human error.

• Who will do the work? If a person is going to do the work, this assess-
ment is about who that person should be. What skills are needed? What
part of the organization will do it and who is in that group? Will the
entire group do the work?

• Where will the work be performed? With the increasing availability of
networks and the Internet, managers can now design work for workers
who are not physically near them. Will the work be performed locally?
Remotely? By a geographically dispersed work group?

• How can IS increase performance, satisfaction, and effectiveness of the
workers doing the work? Once the job tasks and the individuals doing
the job are identified, the creativity begins. How can IS be used in con-
cert with the person doing the task? How can these two resources help
each other? What is the best arrangement for using IS to support the
human work? What can be done to increase the acceptance of IT-
induced change?

Figure 4.1 shows how these questions can be used in a framework to incorporate
IS into the design of jobs. Although it is outside the scope of this chapter to dis-
cuss the current research on job design, the reader is encouraged to read the rich
literature for models and studies of job design in general.

c HOW INFORMATION TECHNOLOGY CHANGES THE 
NATURE OF WORK

Advances in IT provide an expanding set of tools that make individual workers more
productive and broaden their capabilities. They transform the way work is per-
formed—and the nature of the work itself. This section examines three ways in
which new IT alters employee life: by creating new types of work, by creating new
ways to do traditional work, and by presenting new challenges in human resource
management brought about by the use of IT. 
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Creating New Types of Work

IT often leads to the creation of new jobs or redefines existing ones. The high-tech
field emerged in its entirety over the past 40 years One source estimates that in
1998, more than 3.8 million people around the world were employed in positions
directly in the IT sector, such as programmers, analysts, IT managers, hardware
assemblers, Web site designers, software sales personnel, and IT consultants. Many
of these jobs simply did not exist even a few years before.

More recently, a study by Information Technology Association of America
places the number of IT workers in the United States at 10.5 million workers in
early 2004.3 Seventy-nine percent of these IT workers work for non-IT companies.
Even within traditional non-IT organizations, IS usage creates new types of jobs,
such as knowledge managers who manage firms’ knowledge systems (see Chapter
12 for more on knowledge management). IS departments also employ individuals
who help create and manage the technologies, such as systems analysts and data-
base and network administrators. The Internet has given rise to many other types
of jobs, such as Web masters and site designers. Virtually every department in every
business has someone who “knows the computer” as part of their job.

Who is going to do  

these tasks?

Where is that person, 

when doing the work?

How can IT enhance  

the efficiency and  

satisfaction of the  

worker doing these tasks?

Done by a person

Automate the tasks

What is the best way to have these tasks done?

What tasks need to be performed?

Done by a computer

FIGURE 4.1 Framework for job design impacts.

3 Information Technology Association of America, “Adding Value: Annual IT Workforce Study,”
available at http://www.itaa.org.



New Ways to Do Traditional Work

Changing the Way Work Is Done 

IT has changed the way work is done. Many traditional jobs are now done by com-
puters. For example, computers can check spelling of documents, whereas tradi-
tionally that was the job of an editor or writer. Jobs once done by art and skill are
often greatly changed by the introduction of IT, such as the jobs described at the
beginning of this chapter. Workers at one time needed an understanding of not only
what to do, but how to do it; now their main task often is to make sure the com-
puter is working because the computer does the task for them. Workers once were
familiar with others in their organization because they passed work to them; now
they may never know those coworkers because the computer routes the work. In
sum, the introduction of IT into an organization can greatly change the day-to-day
tasks done by the workers in the organization.

Zuboff describes a paper mill, where paper makers’ jobs were radically changed
with the introduction of computers.4 The paper makers mixed big vats of paper and
knew when the paper was ready by the smell, consistency, and other subjective attrib-
utes of the mixture. For example, one worker could judge the amount of chlorine
in the mixture by sniffing and squeezing the pulp. They were masters at their craft,
but they were not able to explicitly describe to anyone else exactly what was done
to make paper. The company, in an effort to increase productivity in the paper-mak-
ing process, installed an information and control system. Instead of the workers look-
ing and personally testing the vats of paper, the system continuously tested
parameters and displayed the results on a panel located in the control room. The
paper makers sat in the control room, reading the numbers, and making decisions
on how to make the paper. Many found it much more difficult, if not impossible, to
make the same quality paper when watching the control panel instead of person-
ally testing, smelling, and looking at the vats. The introduction of the information
system resulted in different skills needed to make paper. Abstracting the entire
process and displaying the results on electronic readouts required skills to interpret
the measurements, conditions, and data generated by the new computer system.

In another example, salespeople had portable terminals that not only kept track
of inventory, but also helped them in the selling function. Prior to the information
system, the salespeople used manual processes to keep track of inventory in their
trucks. When visiting customers, it was only possible to tell them what was miss-
ing from their shelves and to replenish any stock they wanted. With IT, the sales-
people became more like marketing and sales consultants, helping the customers
with models and data of previous sales, floor layouts, and replenishment as well as
forecasting demand based on analysis of the data histories stored in the IS. The
skills needed by the salespeople were much more than just a persuasive manner.
They needed to be able to do data analysis and floor plan design, in addition to
using the computer. The skills needed by the salespeople greatly changed with the
introduction of IT.
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4 Shoshana Zuboff, In the Age of the Smart Machine: The Future of Work and Power (New York:
Basic Books, 1988), p. 211.
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The Internet enables changes in many jobs. For example, within minutes,
financial analysts can download an annual report from a corporate Web site and
check what others have said about the company’s growth prospects. Librarians can
check the holdings of other libraries online and request that particular volumes be
routed to their own clients, or download the articles from a growing number of data-
bases. Marketing professionals can research competitor’s products and services on
the Web without alerting these companies of their curiosity. Sales jobs are radically
changing to complement online ordering systems. Technical support agents diag-
nose and resolve problems on client computers using the Internet and software
from Motive Communications. The cost and time required to access information
has plummeted, increasing personal productivity and giving workers new tools.

Changing Communication Patterns 

IT can change the communication patterns of workers. Workers who sit at termi-
nals communicate with a computer for the bulk of the workday. For example, a bank
clerk who sits at a terminal processing loan applications has little reason to com-
municate with coworkers who sit at their terminals doing the same thing. Prior to
the computer terminals, the clerks sat at desks from which they could pass paper
personally through the process and communicate with coworkers. 

Workers who use portable computers while in the field encounter a different
experience from their counterparts without portable systems. For example, repair
personnel were given portable data terminals, connected by radio to the corporate
network. They were able to send and receive short messages, as well as tap into
company databases to get current customer information. Before visiting a customer,
they could look at the service history and, therefore, were better prepared to fix
the current problem. 

Changing Organizational Decision Making and Information Processing 

IT changes not only organizational decision-making processes, but also the infor-
mation used in making those decisions. Data processed to create more accurate
and timely information are being captured earlier in the process. Consider sales-
people who use portable terminals. When they complete their service call, they
enter the information into their data terminals, which helps keep the database more
current and changes their job from one of simply doing services to one that includes
small amounts of data entry. Needless to say, the dozens of data entry personnel,
whose jobs were to read the data entry sheets and type the information into the
computer, are no longer necessary. The data entry clerk’s job was eliminated with
the introduction of the field data terminals.

IT can change the amount and type of information available to workers. As pre-
viously described, the service force’s ability to access company records from their
portable terminals. Accessing this information while out in the field gave them
much more current information than they previously had. Prior to the data termi-
nals, they only had access to whatever they brought with them. IT gave them real-
time access to the entire database. Furthermore, organizations now maintain large
historical business databases, called data warehouses, which can be mined by using



tools to analyze patterns, trends, and relationships in the data warehouses. For
example, Fingerhut, a $2 billion mail-order business, maintains a data warehouse
generated from 50 years of sales transactions. Using data mining techniques,
Fingerhut’s marketing team recently found that customers who change their resi-
dence triple their purchasing in the 12 weeks after their move, with the most buy-
ing taking place in the first 4 weeks They purchase furniture, telecommunications
equipment, and decorations, but abstain from jewelry and home electronics pur-
chase. Marketers at Fingerhut now offer a customized “mover’s catalog” to movers,
and don’t send other catalogs during that 12-week window.5 Thus, the job of the
marketer at Fingerhut changed to reflect the greater information available to them.

IT not only can make critical information more readily accessible to decision
makers, but it can also offer them tools such as decision support systems and exec-
utive information systems to help improve their decision-making process. For exam-
ple, Motorola’s Semiconductor Products Sector (SPS) implemented an executive
information system (EIS) over its intranet, which allows managers to quickly access
and analyze data warehouse information from their desktops. In about five min-
utes, users can determine what customers are buying, their order histories, and the
status of their current orders.6

In their classic 1958 Harvard Business Review article, Leavitt and Whisler
boldly predicted that IT would shrink the ranks of middle management by the
1980s.7 Because of IT, top-level executives would have access to information and
decision-making tools and models that would allow them to easily assume tasks pre-
viously performed by middle managers. Other tasks clearly in the typical job
description of middle managers at the time would become so routinized and pro-
grammed because of IT they could be performed by lower-level managers. As
Leavitt and Whisler predicted, the 1980s saw a shrinking in the ranks of middle
managers. This trend was partly attributable to widespread corporate downsizing.
However, it was also attributable to changes in decision making induced by IT. Since
the 1980s, IT has become an even more commonly employed tool of executive deci-
sion makers. IT has increased the flow of information to these decision makers, and
provided tools for filtering and analyzing the information.

Changing Collaboration 

IT helps make work more team-oriented. Workers can more easily send documents
over computer networks to others, and they can more easily ask questions using e-
mail. The Internet greatly enhances collaboration. Other technologies, such as video
teleconferencing and publishing systems, provide collaborative applications. These
systems accelerate information exchange in a cost-effective manner. Changes in the
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5 David Pearson, “Marketing for Survival,” CIO Magazine (April 15, 1998), available at
http://www.cio.com/archive/041598/finger_content.html.
6 Meagan Santosus, “Working Smart: Maximizing the Payoff from IT,” CIO Magazine (November 15,
1998), available at http://www.cio.com/archive/111598/smart.html. 
7 Harold Leavitt and Thomas Whisler, “Management in the 1980s,” Harvard Business Review
(November–December 1958), pp. 41–48.



How Information Technology Changes the Nature of Work  91

job design accompany this technology change, however. Managers often redesign
jobs to take advantage of the new group communications. For example, a consult-
ing firm regularly uses Lotus Notes, a groupware program, as the basis for project
management and task execution. Consultants use the groupware program to store
and analyze data, to compose and edit documents, and to research and transfer
knowledge between projects. In short, the entire work process is built around the
use of a groupware system, whereas in the past, work was done independently of
the information system.

The preceding examples show how IS are a key component in the design of
the work done by workers. IT can greatly change the day-to-day tasks, which in
turn change the skills needed by workers. The examples show that adding IS to a
work environment changes the way work is done. 

New Challenges in Managing People 

New working arrangements create new challenges in how workers are supervised,
evaluated, compensated, and even hired. When most work was performed individ-
ually in a central location, supervision and evaluation were relatively easy. A manager
could directly observe the salesperson who spent much of his or her day in an office.
It was fairly simple to ascertain whether the employee was present and productive. 

Modern organizations, especially virtual organizations, often face the challenge
of managing a workforce that is spread across the world, working in isolation from
direct supervision, and working more in teams. As discussed in the previous chap-
ter, virtual teams use IT to facilitate communications as well as get work done.
Rather than working in a central office, many salespeople work remotely and rely
on portable computers, cellular phones, and pagers to link them to customers and
their office colleagues. The technical complexity of certain products, such as enter-
prise software, necessitates a team-based sales approach combining the expertise
of many individuals; it can be difficult to say which individual closed a sale, mak-
ing it difficult to apportion individual-based rewards.

One technological solution, electronic employee monitoring (introduced in
Chapter 3), replaces direct supervision by automatically tracking certain activities,
such as the number of calls processed, e-mail messages sent, or time spent surfing
the Web. Direct employee evaluation can be replaced, in part, by pay-for-
performance compensation strategies that reward employees for deliverables pro-
duced or targets met, as opposed to subjective factors such as “attitude” or “team-
work.” These changes are summarized in Figure 4.2.

Hiring is also different because of IT for two reasons. First, in IT-savvy firms
workers must either know how to use the technologies that support the work of
the firm before they are hired, or they must be trainable in the requisite skills.
Hiring procedures incorporate activities that determine the skills of applicants. For
example, a company may ask a candidate to sit at a computer in order to answer a
basic questionnaire, take a short quiz, or simply browse the Web in order to eval-
uate the applicant’s skill level, or they may only accept applications submitted to a
Web site. Second, IT utilization affects the array of nontechnical skills needed in



the organization. Certain functions—many clerical tasks, for example—can be han-
dled more expeditiously, so fewer workers adept in those skills are required. IT-
savvy companies can eliminate clerical capabilities from their hiring practices and
focus on more targeted skills. 

The design of the work needed by an organization is a function of the skill
mix required for the firm’s work processes and of the flow of those processes them-
selves. Thus, a company that infuses technology effectively and employs a work-
force with a high level of IT skills designs itself differently from another company
that does not. The skill mix required by an IT-savvy firm reflects greater capacity
for using the technology itself. It requires less of certain clerical and even mana-
gerial skills that are leveraged by technical capacity. It may also deploy skills
according to different ratios in central and local units. Consider the cookie com-
pany of Mrs. Fields, which uses IT not only for administrative support, but also
to alert store managers about the need to bake more cookies based on the day of
the week or weather patterns. In Mrs. Fields’ case, IT skills are more necessary
in the central organization, but much less necessary in the stores—sales skills are
now the point of focus for new hires locally. In addition, the very process of job
design is likely to be different in an IT-savvy firm. Because it must reflect an organ-
ization-wide strategy for optimizing the array of skills, as well as the requirements
of a process-driven production environment, job design is more likely to be driven
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Traditional Approach: Newer approach: 
Subjective Observation Objective Assessment

Supervision Personal and informal. Manager is Electronic or assessed by
usually present or relies on others deliverable. As long as the em-
to ensure employee is present and ployee is producting value, he 
productive. does not need formal supervision.

Evaluation Focus is on process through direct Focus is on output by deliverable
observation. Manager sees how (e.g., produce a report by a 
employee performs at work. certain date) or by target (e.g., 
Subjective (personal) factors are meet a sales quota). As long as 
very important. deliverables are produced and/or

targets achieved, the employee
is meeting performance expec-
tations adequately. Subjective
factors may be less important
and are harder to gauge.

Compensation Often individually based. Often team-based or 
and Rewards contractually spelled out.

Hiring Personal with little reliance on Often electronic with recruiting
computers. Often more reliance Web sites and electronic testing.
on clerical skills. More informated work that re-

quires a higher level of IT skills.

FIGURE 4.2 Changes to supervision, evaluations, compensation, and hiring.
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centrally but with the participation of process partners across the organization.
Thus, Mrs. Fields uses feedback from store managers in designing the job descrip-
tions for branch employees, and store managers use hiring tools rendered strictly
consistent from store to store. 

New IT also challenges employee skills. Employees who cannot keep pace are
increasingly unemployable. As many lower-level service or clerical jobs become par-
tially automated, only those workers able to learn new technologies and adapt to
changing work practices can anticipate stability in their long-term employment.
Firms institute extensive training programs to ensure their workers possess the skills
to use IT effectively.

As summarized in Figure 4.3, IT has drastically changed the landscape of work
today. As a result of IT, many new jobs were created. As companies downsize and
technology replaces people, however, William Bridges argues that organizations
move away from organizational structures built around particular jobs to a setting
in which a person’s work is defined in terms of “what needed to be done.”8 In many
organizations it is no longer appropriate for people to establish their turfs and nar-
rowly define their jobs to only address specific functions. Yet, as jobs “disappear,”
IT can enable workers to better perform in tomorrow’s workplace; that is, IT can
help workers function and collaborate in accomplishing work that more broadly
encompasses all the tasks that need to be done. In the next section, we examine
how IT can change where work is done.

c HOW INFORMATION TECHNOLOGY CHANGES 
WHERE WORK IS DONE

This section examines another important effect of IT on work: the ability of some
workers to work anywhere, at any time. The terms telecommuting and mobile

Work IT creates millions of new jobs, some in entirely new
industries. 

Working Arrangements IT changes the way work is done, communication pat-
terns, decision making, and collaboration. More work is
team-oriented, enabled by communications and collab-
oration technologies. Geographic constraints of some
professions are eliminated, enabling telecommuting and
virtual teams.

Human Resources New strategies are needed to hire, supervise, evaluate,
and compensate remotely performed, team-oriented
work. IT requires new skill sets that many workers lack.

FIGURE 4.3 Summary of IT’s effects on employee life.

8 William Bridges, JobShift: How to Prosper in a Workplace without Jobs (New York: Addison-
Wesley, 1995).



worker are often used to describe these types of work arrangements.
Telecommuting, sometimes called teleworking, refers to work arrangements with
employers that allow employees to work from home or other convenient locations
instead of coming into the corporate office. The term telecommute is derived from
combining “telecommunications” with “commuting,” hence these workers use
telecommunications instead of commuting to the office. Mobile workers are those
who work from wherever they are. They are outfitted with the technology neces-
sary for access to coworkers, company computers, intranets, and other information
sources. They possess the ability to be “mobile” and still conduct work.

Telecommuting has been around since the 1970s, but in the late 1990s it started
gaining popularity. Companies found that offering telecommuting capabilities can
serve to attract and retain employees, increase worker productivity, provide flexibility
to otherwise overworked individuals, reduce office space and associated costs, and
allow them to comply with the Clean Air Act. For example, at Cisco Systems, two-
thirds of the company’s employees occasionally work from home. After this change in
policy, productivity jumped 25 percent and the company saved $1 million in overhead
expenses. Telecommuting was also a boon at a new airline, Jet Blue Airway. Jet Blue’s
entire force of 550 reservation agents work from their homes, generating savings that
helped the airline report its first profit a mere six months after its first flight.9

Telecommuting also promises employees potential benefits: schedule flexibil-
ity, a better balance between work life and home life, reduced stress, less com-
muting time and fewer expenses, and greater geographic flexibility. Cisco’s
employees report that “they love setting their own schedules, skipping rush hour,
spending more time with their kids, and working at least part-time in comfortable
surroundings.”10 This result goes beyond just Cisco.

Factors Driving Telecommuting and Mobile Work

IT now allows employees to work from home, at a customer’s site, or while travel-
ing. In 2004, according to an annual Telework America study funded by AT&T,
more than 24 million Americans telecommuted in some fashion, and this number
is expected to increase as more work is performed from remote locations. Several
factors that drive this trend are shown in Figure 4.4.

First, work is increasingly knowledge-based. The U.S. economy continues to
shift from manufacturing to service industries. Equipped with the right IT, employ-
ees can create, assimilate, and distribute knowledge as effectively at home as they
can at an office. The shift to knowledge-based work thus tends to minimize the need
for a particular locus of activity. 

Second, telecommuters often time-shift their work to accommodate their
lifestyles. For instance, parents modify their work schedules to allow time to take their
children to school and extracurricular activities. Telecommuting provides an attrac-
tive alternative for parents who might otherwise decide to take leaves of absence from

94 c Chapter 4 Information Technology and the Design of Work

9 Joan Raymond, “Next Frontiers: Moving into the Future,” Newsweek (April 29, 2002), pp. 40, 42.
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work for childrearing. Telecommuting also enables persons housebound by illness,
disability, or the lack of access to transportation to join the work force.

Telecommuting also may provide employees with enormous geographic flex-
ibility. The freedom to live where one wishes, even at a location remote from one’s
corporate office, can boost employee morale and job satisfaction. As a workplace
policy, it may also lead to improved employee retention. Many employees can be
more productive at home, and they actually work more hours than if they com-
muted to an office. Furthermore, such impediments to productivity as traffic delays,
canceled flights, bad weather, and mild illnesses become less significant. Companies
enjoy this benefit, too. Those who build in telecommuting as a standard work prac-
tice are able to hire workers from a much larger talent pool than those companies
who require geographical presence.

The third driving factor of telecommuting is that the new technologies, which
make work in remote locations viable, are becoming better and cheaper. For exam-
ple, prices of personal computers continue to drop, and processing power roughly
doubles every 18 months.11 The drastic increase in capabilities of portable tech-
nologies make mobile work more effective and productive. Telecommunication
speeds through conventional computer modems or more sophisticated technolo-
gies such as ADSL, ISDN, cable modems, and satellite connectivity increase expo-
nentially while costs plummet. The Web offers an easy-to-use “front-end” to
sophisticated “back-office” applications used by major corporations, such as those
that run on mainframe computers. 

New Technologies Supporting Telecommuting and Mobile Work

New software systems are changing the way certain work is performed. For
instance, Hewlett-Packard salespeople use laptops equipped with sales force
automation software from Trilogy. This software allows them to configure and quote
customer orders at the point of sale, ensuring accuracy. This innovation dramati-
cally improved customer satisfaction levels, reduced sales cycle time, and cut costs.

Driver Effect

Shift to knowledge-based work Eliminates requirement that certain work 
be performed in a specific place.

Changing demographics and Provides workers with geographic and 
lifestyle preferences time-shifting flexibility.

New technologies Makes remotely performed work practi-
cal and cost-effective.

FIGURE 4.4 Driving factors of telecommuting.

11 Gordon Moore, head of Intel, observed that the capacity of microprocessors doubled roughly every
12–18 months. Even though this observation was made in 1965, it still holds true. Eventually, it
became known in the industry as Moore’s Law.



The technology rendered the sales force more productive and more mobile. Armed
with Trilogy’s software, sales representatives no longer have to coordinate the sales
process with others who control updated configuration and pricing information.

The product that most enables the mobile work revolution is the laptop com-
puter. The laptop effectively lets workers carry their offices with them. As a sign that
the era of mobile computing is truly here, laptops have recently outsold desktops in
sales in the United States. Any work traditionally performed on a desktop computer
can now be performed on the road. Recent drops in price and jumps in perform-
ance make laptops a realistic alternative for the masses. Earlier laptops lacked pro-
cessing power, hard drive space, and multimedia capabilities. Users suffered with
small screens and poor resolution, which made extended work difficult. They lugged
heavy or bulky units. Today’s small, lightweight laptops offer screens approaching
the size of desktop monitors, powerful microprocessors, wireless connections, ample
memory, large hard drives, and extensive multimedia capabilities, all for prices com-
petitive with similarly capable desktop computers. These advances position the lap-
top as virtual work’s primary tool.

Laptops have become indispensable in certain professional fields, such as con-
sulting, where employees frequently travel and need immediate access to their files
and means for electronic communication. For example, consultants with
PeopleSoft, a vendor of enterprise resource planning software, can plug in their
laptops at any company office worldwide and get immediate access to the corpo-
rate network without any reconfiguration. The technical constraints of interoffice
travel are eliminated.

Laptop computing revolutionizes work in nonprofessional settings as well. For
example, university students frequently carry laptops from dormitory to classroom
to library. Students send and receive e-mail, work on group projects, and even take
tests from home. 

A newer breed of portable computer, the personal digital assistant (PDA), offers
a cost-effective alternative for certain functions. PDAs, such as the popular PalmPilot,
offer contact management, scheduling, note taking, and e-mail. Because the PalmPilot
can be programmed with a simple but robust language, custom applications can be
written for it. A PDA typically costs only 10 to 40 percent of the price of a laptop, it
fits in a shirt pocket or purse, and is faster and easier to use for certain functions.

Another class of portable computer, the handheld terminal, is typically designed
for a single function. Even though its limited use makes it relatively costly, it can
be programmed to be optimal for a given task. Handheld terminals are most com-
monly carried by delivery personnel and repair technicians. For example, United
Parcel Service (UPS) delivery personnel carry them to record when and where a
package was delivered, whether the intended recipient directly received the mer-
chandise, and how payment was made on COD orders. The units also store recip-
ients’ signatures. Additionally, the devices serve as communication tools, sending
information between the delivery person and UPS offices via a two-way radio
installed in the delivery truck. The terminals put important information at the fin-
gertips of UPS drivers, empowering them to manage their own deliveries by bypass-
ing dispatchers and alleviating the need for check-ins.
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Repair mechanics for Otis Elevator use the small, lightweight keyed-data ter-
minal (KDT) to send text messages via radio to individuals and groups. Previously,
mechanics were notified of service calls by pagers that only handled one-way com-
munication. Because the mechanics lacked portable phones, they  lost time find-
ing pay phones on which they could return service calls to a central dispatch system.
In contrast, the KDT sends and receives messages anywhere—even to other
mechanics in the field who can help diagnose and resolve mechanical problems.
The terminal empowers the mechanic to manage his or her own work more effec-
tively, as well as to access the knowledge of other mechanics.

For a workforce in which employees are completely mobile and can work
anywhere in the world, a new level of communications technology is necessary.
Organizations must ensure that a communications infrastructure, with appropri-
ate security mechanisms, is in place to meet the needs of the mobile workforce.
To this end, Motorola initiated Project Iridium, an ambitious plan to launch 66
satellites into orbit to provide communications coverage for the entire planet.
Equipped with a portable satellite phone, anyone, anywhere, can be reached with
a high degree of clarity. It is too early to tell how this innovation may change the
way work is performed. We can imagine, for example, how it might affect an engi-
neer for a Texas-based oil drilling equipment manufacturer at work with a client
in the middle of the Arabian Desert. If he or she needed to ask another engineer
in the company a technical question, he or she could simply dial the satellite
phone. That other engineer could be anywhere—on a ship, in a plane, on an oil
rig, in another desert, or back in Texas. Key technologies such as portable phones
are listed in Figure 4.5.

Disadvantages of Telecommuting and Mobile Work

Telecommuting also has some disadvantages. Remote work challenges managers in
addressing performance evaluation and compensation. Managers of telecommuters

Technology Used By Impacts

Laptop computers Professionals, particularly Eliminate constraints of travel. 
consultants and salespeople Enable workers to be produc-

tive anywhere

PDAs Mostly professionals, but devices Provides a low-cost, simple way 
are gaining in mass acceptance of organizing information and 

communicating data

Handheld terminals Service professionals, particularly Enhances productivity and adds 
delivery, technical support, and capabilities and real-time 
service and repair technicians communication

Portable phones Any worker who travels during Allows immediate voice (and 
his or her work routine sometimes data) communication

FIGURE 4.5 Key technologies in redesigning work.



often evaluate employee performance in terms of results or deliverables rather than
by the processes used to create those assets. Virtual offices make it more difficult
for managers to understand the skills of the people reporting to them, which in turn
makes performance evaluation more difficult. For the many telecommuting tasks
that do not produce well-defined deliverables or results, or those where managerial
controls typically prove inadequate, managers must rely heavily upon the telecom-
muter’s self-discipline. As a result, managers may feel they are losing control over
their employees, and some telecommuting employees will, in fact, abuse their priv-
ileges. Managers accustomed to traditional work models in which they are able to
exert control more easily may strongly resist telecommuting. In fact, managers are
often the biggest impediment to implementing telecommuting programs.

Workers who go to an office or who must make appearances at customer loca-
tions have a structure that gets them up and out of their home. Telecommuters,
on the other hand, must exert a high level of self-discipline to ensure they get the
work done. Working from home, in particular, is full of distractions such as per-
sonal phone calls, visitors, and inconvenient family disruptions. A remote worker
must carefully set up a home work environment and develop strategies to enable
quality time for the work task.

Telecommuters often opt for the increased flexibility in work hours that remote
work offers them. They are lured by the promise of being able to work around the
schedules of their children or other family members. Paradoxically, because of their
flexible work situation, it is often difficult for them to separate work from their home
life. Consequently, they may work many more hours than the standard 9-to-5
worker, or experience the stress of trying to separate work from play.

Working remotely can disconnect an employee from his or her company’s cul-
ture. The casual, face-to-face encounters that take place in offices transmit exten-
sive cultural, political, and other organizational information. These encounters are
lost to an employee who seldom, if ever, works at the office. Further, the discon-
nected employee might feel lonely when working in a solitary environment away
from coworkers and other distractions.

Virtual work also raises the specter of offshoring, or foreign outsourcing of
software development and computer services. Once a company establishes an
infrastructure for remote work, the work often can be performed abroad as eas-
ily as domestically. U.S. immigration laws limit the number of foreigners who may
work in the United States. Since the terrorist attacks in New York City and
Washington, D.C. on September 11, 2001, these limits have become more restric-
tive, and legislation is being considered to prohibit foreign nationals, even those
contracted through other companies, from working on Department of Defense
computer systems. However, no such limitations exist on work performed out-
side this country by workers who then transmit their work to the United States
electronically. Because such work is not subject to minimum wage controls, com-
panies may have a strong economic incentive to outsource work abroad. Popular
countries and regions for this “electronic immigration” are India, Russia, Eastern
Europe, South Africa, Ireland, and East Asia. Ironically, as India, a major hotbed
of offshoring, becomes “too expensive,” basic jobs such as order entry are being
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outsourced by the Indians to places like Ghana and China. Companies find it partic-
ularly easy to outsource clerical work related to electronic production, such as data
processing and computer programming. For instance, the Russian firm ArgusSof
employs 120 programmers contracted to Western firms through the Internet.

The ability to tap human resources where they are least expensive and expert-
ise where it is most available can create a critical strategic asset. Not surprisingly,
some labor unions, immigration experts, and politicians, among others, worry that
this form of “immigration” may replace U.S. jobs. Firms based in less-developed
nations also find economic advantage in retaining employees abroad, rather then
competing with U.S. demand and salaries for IT professionals. Benefits and draw-
backs of telecommuting are summarized in Figure 4.6.

Managerial Issues in Telecommuting and Mobile Work

Telecommuting requires managers to undertake special planning, staffing, and
supervising activities. In terms of planning, business and support tasks must be
redesigned to support mobile and remote workers. Everyday business tasks such
as submitting employee expense reports in person (as is common when an origi-
nal signature is needed on the form) and attending daily progress meetings are inap-
propriate if most of the workers are remote. Support tasks such as fixing computers
by dispatching someone from the central IS department may not be feasible if the
worker is in a hotel in a remote city. Basic business and support processes must be
designed with both the remote worker and the worker remaining in the office in
mind. Because telecommuters may not be able to deal with issues requiring face-
to-face contact, nontelecommuters may find that they are asked to assume addi-
tional tasks. Training should be offered to telecommuters and nontelecommuters
alike so that they can anticipate and understand the new work environment.

Not all jobs are suitable for telecommuting. Some jobs may require the worker
to be at the work location. Basically only those job aspects that can be performed
independently at remote locations are suitable for telecommuting. Further, the
employees selected to staff telecommuting jobs must be self-starters. They must
be responsible for completing work tasks without being in the corporate office. New

Employee Advantages of Telecommuting Potential Problems

Reduced stress due to increased ability to meet Increased stress from inability to separate
schedules and less work-related distractions work life from home life

Higher morale; lower absenteeism Harder to evaluate performance

Geographic flexibility Employee may become disconnected 
from company culture

Higher personal productivity Telecommuters are more easily replaced 
by offshore workers

Housebound individuals can join the Not suitable for all jobs or employees
workforce

FIGURE 4.6 Advantages and disadvantages of telecommuting.



employees who need to be socialized into the organization’s practices and culture
are not good candidates for mobile or remote work.

Managers must find new ways to evaluate and supervise those employees with-
out seeing them every day in the office. They must also work to coordinate sched-
ules, ensure adequate communication among all workers, and help their organizations
adapt by building business processes to support mobile and remote workers. 

c INFORMATION SYSTEMS ENABLE MORE GROUP WORK

Collaboration is a key task in many work processes, and IS greatly changes how col-
laboration is done. Collaboration is central to many types of tasks, particularly those
that benefit from exchange of ideas and criticism, such as product design, medical
diagnosis, and story development. Groupware tools, such as Lotus Notes and
Microsoft Outlook, and technologies, such as video teleconferencing, make it sim-
ple and cost-effective for people around the world to create, edit, and share doc-
uments and processes in electronic formats. 

Product design tasks experience tremendous change with the use of IS. Consider
the case of the appliance manufacturer, Whirlpool. The company’s product data man-
agement (PDM) system unites design teams electronically through a central data
repository that stores every element of the design process, from creating CAD draw-
ings to filing change orders.12 Engineers at Whirlpool facilities in Europe, Brazil,
India, Mexico, and the United States collaborate online to create several basic designs
for an appliance. Each geographic region then customizes the boilerplate design with
the options that its local market demands. PDM cuts the time it takes to design an
appliance in half and results in significant cost savings for Whirlpool. Collaboration
technologies can also revolutionize product design in the automotive industry. Ford
Motor Company now develops cars for world markets by electronically bridging
design and engineering centers in the United States and Europe using video tele-
conferencing and corporate intranets. This faster, more efficient communication
allows Ford to move cars from design to production in less time.

Advanced video teleconferencing technologies gave birth to the field known as
“telemedicine.” Telemedicine enables doctors working on virtual teams to confer with
distant colleagues, share data, and examine patients in remote locations, without los-
ing the time and money to travel. For example, Arizona’s Telemedicine Program has
a teletrauma service that recently helped save a young child’s life. A bad car crash near
Douglas left three persons dead and an 18-month-old baby with severe trauma to the
head and multiple fractures. A skilled trauma surgeon in Tucson utilized the teletrauma
connection to provide direct supervision miles away to the local Douglas physician
through multiple interventions. Another part of the Arizona Telemedicine Program
enables the delivery of medical services to prisoners in 10 Arizona rural prisons. This
program saves not only lives, but also millions of dollars.13
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12 Carol Hildebrand, “Forging a Global Appliance,” CIO Magazine (May 1, 1995).
13 Arizona Telemedicine: Telemedicine Updates (June 16, 2005), available at 
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Collaborative technologies can affect creativity tasks as well. At CIO Magazine,
writers brainstorm topics for articles in a Lotus Notes discussion database. Writers
enter their story ideas, then others comment on and debate them and suggest
sources. Stories are developed faster because writers do not have to wait for face-
to-face meetings to get feedback.

c GAINING ACCEPTANCE FOR IT-INDUCED CHANGE

The changes described in this chapter no doubt alter the frames of reference of
organizational employees and may be a major source of concern for them.
Employees may resist the changes if they view the changes as negatively affecting
them. In the case of a new information system that they do not fully understand
or are not prepared to operate, they may resist in several ways: 

• They may deny that the system is up and running. 

• They may sabotage the system by distorting or otherwise altering inputs. 

• They may try to convince themselves, and others, that the new system
really will not change the status quo. 

• They may refuse to use the new system where its usage is voluntary. 

To avoid the negative consequences of resistance to change, system imple-
menters and managers must actively manage the change process and gain accept-
ance for new IS. To help explain how to gain acceptance for a new technology,
Professor Fred Davis and his colleagues developed the Technology Acceptance
Model (TAM). Many variations of TAM exist, but its most basic form is displayed
in Figure 4.7. TAM suggests that managers cannot get employees to use a system
until they want to use it. To convince employees to want to use the system, man-
agers may need to change employee attitudes about the system. Employee attitudes
may change if employees believe that the system will allow them to do more or
better work for the same amount of effort (perceived usefulness), and that it is
easy to use. Training, documentation, and user support consultants are external

Perceived  

Usefulness

Perceived  

Ease of Use

Behavioral  

Intention to Use

Actual  

System Use

FIGURE 4.7 Technology acceptance model.
Source: Fred Davis, Richard Bagozzi, and Paul Warshaw, “User Acceptance of Computer Technology:
A Comparison of Two Theoretical Models,” Management Science 35:8 (1989), p. 985.



variables that may help explain the usefulness of the system and make it easier
to use.

TAM has many variants. For example, one variant considers subjective norms14

while another adds attitudes toward behaviors.15 TAM and all of these variants
assume that system use is under the control of the individuals. When employees
are mandated to use the system, they may use it in the short run, but over the long
run the negative consequences of resistance may surface. Thus, gaining acceptance
of the system is important even in those situations where it is mandated.

TAM assumes that technology will be accepted if people’s attitudes and beliefs
support its use. One way to make sure that employees’ attitudes and beliefs are
favorable toward the system is to have them participate in its design and imple-
mentation. When future users of the system participate in its design and imple-
mentation, they can more easily tell the designers what they need from the system.
Being involved in the development also makes them more aware of the trade-offs
that inevitably occur during a system implementation. They may be more willing
to accept the consequences of the trade-offs. Finally, being involved in the design
and development allows users to better understand how the system works, and thus
may make it easier for them to use the system.

Microsoft recently applied the concept of participation when it invited hackers
to a little-publicized security conference dubbed “Blue Hat” for the express pur-
pose of exploiting flaws in Microsoft computing systems. The unusual summit of del-
egates of the hacking community and their primary corporate target illustrates the
importance of security breaches to the world’s most powerful software company.
Microsoft Chairman Bill Gates estimated that security-related issues now cost the
company $2 billion a year—more than a third of its research budget. It is likely that
Microsoft was using the event to woo an influential group to report security flaws
discreetly rather than to go public with them. Both the hackers and the corporate
engineers appreciated each other’s technical knowledge and agreed to meet again.16

c FOOD FOR THOUGHT: THE PRODUCTIVITY PARADOX

Do information systems make workers more productive? Many researchers argue
that worker productivity does not actually increase as a result of IS, despite enor-
mous spending on IS products and services. Others suggest that the evidence indi-
cates employee productivity is finally rising as a result of IS. This issue is debated
openly and publicly as the “productivity paradox.” The productivity paradox is
defined as the failure of massive investment in information technology to boost pro-
ductivity growth.
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Why might IT not improve, or even decrease, worker productivity? Some argue
that even though IS appear to make workers more productive, the cost of those
computers more than offsets any gains in productivity. Others suggest that it is the
continual need to upgrade that makes IS less valuable. One researcher compared
PCs to the telephone. “PCs may be the telephones of the ’90s—standard issue to
every information and knowledge worker—but we don’t replace our telephones
every couple of years. After the first big bite of computerization, the subsequent
upgrades, new releases, and added functions are just icing on the economic cake.”17

Still others believe that most of the IT spending goes toward general infrastruc-
ture, rather than high-value-added applications. 

Another researcher claims the entire increase in total factor productivity out-
side the computer sector is due to the economic cycle. He argues that after exclud-
ing the manufacture of all durable goods as well as of computers, absolutely no
increase in labor productivity occurred in the remaining 88 percent of the econ-
omy, after adjusting for the cycle.18

Still, others who argue for increased productivity claim that returns on comput-
ers investments were roughly equivalent to those investments in non-IT equipment.
According to the Deparment of Commerce, the IT industry accounted for approxi-
mately 8 percent of GDP and added 1.4 percentage points to the nation’s 4–5 per-
cent real annual output growth between 1996 and 2000. While the 2001 recession
took its toll on growth in 2001 and 2002, IT rebounded to 0.8 percentage points of
an estimated 2.9 percent growth in 2003. In productivity terms, IT intensive indus-
tries experienced annual labor productivity of over 3 percent between 1989 and 2001,
compared to 1.6 percent non-farm labor overall.19 Some argue that the way pro-
ductivity is calculated is flawed. Economists measure productivity as physical output
per unit of input. Statistics on productivity, however, are not available for 58 percent
of all service workers. Among the remaining 42 percent, for a significant number of
industries—notably banking, financial services, education, health care, and govern-
ment—output is computed solely on the basis of input.20

Other proponents of increased productivity argue that lag periods occur
before the impact of any technology on productivity can be experienced. Take
for example the long lags before both steam power and electricity boosted pro-
ductivity. Paul David, an economist at Oxford University, suggests that produc-
tivity growth did not accelerate until 40 years after the introduction of electric
power in the early 1880s when at least half of American industrial machinery
became powered by electricity, and when firms had figured out how to reor-
ganize their factories around electric power to reap the efficiency gains. David

17 Ibid. 
18 “Solving the Paradox,” The Economist (September 2001), available at
http://www.economist.com/displayStory.cfm?Story_ID=375522.
19 World Information Technology and Services Alliance, “Digital Planet 2004,” available at
http://www.witsa.org. 
20 See, for example, work done by Erik Brynjolfsson from MIT Sloan School of Management or Paul
Strassmann, author of The Squandered Computer.



argues that a technology starts having a significant effect on productivity only when
it has reached a 50 percent penetration rate. American computer use reached the
50 percent mark only recently, and other economies are lagging behind. It means
that IT is now roughly at the same stage that electricity was in 1920. Predictably,
growth in labor productivity in the U.S. business sector is showing an increase.21

New metrics may be needed. Our current measures of productivity may meas-
ure only the output of employees whose work has been redesigned to incorporate
IT. We may not be measuring accurately the labor input needed to generate the
output of these workers. In short, our measures may be measuring the work per
worker, but not the work per worker per unit of time. “Getting payoff from tech-
nology is just not a passive exercise. People aren’t yet aware of the navigation meas-
ures, because they still view technology as self-harvesting. The next generation of
measures will enable organizations to take control of the rate of return.”22

Yet, results using the current metrics are striking. Labor productivity in the
U.S. business sector increased to an annual average of 2.9 percent, beginning in
1996, from an average of 1.4 percent in 1975–1995. In the second quarter of 2000,
productivity surged by 5.2 percent. That increase is in part credited to IT-heavy
investment and faster productivity growth in the computer industry.23

c SUMMARY

• IT affects clerical and professional workers differently and can result in de-skilling
or automating. It can also result in informating the work. 

• IT affects work by creating new work, creating new working arrangements, and
presenting new managerial challenges in employee supervision, evaluation, com-
pensation, and hiring.

• Newer approaches to management reflect greater use of computer and informa-
tion technology in hiring and supervising employees, a greater focus on output
(compared to behavior), and a greater team orientation.

• Companies find that building telecommuting capabilities can be an important tool
for attracting and retaining employees, increasing productivity of workers, provid-
ing flexibility to otherwise overworked individuals, reducing office space and asso-
ciated costs, and complying with the Clean Air Act. Telecommuting also promises
employees potential benefits: schedule flexibility, higher personal productivity, less
commuting time and fewer expenses, and greater geographic flexibility.

• Disadvantages of telecommuting include difficulties in evaluating performance,
greater feelings of isolation, easier displacement by offshoring, and limitations of
jobs and workers in its application. 
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• To gain acceptance of a new technology, potential users must exhibit a favorable
attitude toward the technology. In the case of information systems, the users’
beliefs about its perceived usefulness and perceived ease of use color their atti-
tudes about the system.

• The shift to knowledge-based work, changing demographics and lifestyle prefer-
ences, and new technologies (laptops, PDAs, handheld terminals, and portable
phones) all contribute to the growth in remote work. 

c KEY TERMS

c DISCUSSION QUESTIONS

1. Why might a worker resist the implementation of a new technology? What are some of the
possible consequences of asking a worker to use a computer or similar device in his or her job?

2. How can IT alter an individual’s work? How can a manager ensure that the impact is pos-
itive rather than negative?

3. What current technologies do you predict will show the most impact on the way work is
done? Why?

4. Given the growth in telecommuting and other mobile work arrangements, how might
offices physically change in the coming years? Will offices as we think of them today exist
by 2010? Why or why not? 

5. How is working at an online retailer different from working at a brick-and-mortar retailer?
What types of jobs are necessary at each? What skills are important?

6. Paul Saffo, director of the Institute for the Future, noted “Telecommuting is a reality for
many today, and will continue to be more so in the future. But beware, this doesn’t mean
we will travel less. In fact, the more one uses electronics, the more they are likely to travel.”24

Do you agree with this statement? Why or why not?

7. The explosion of information-driven self-serve options in the consumer world is evident
in the gas station, where customers pay, pump gas, and purchase a car wash without ever
seeing an employee; in the retail store such as Wal-Mart, Home Depot, and the local gro-
cery, where self-service checkout stands mean customers can purchase a basket of items with-
out ever speaking to a sales agent; at the airport, where customers make reservations and
pay for and print tickets without the help of an agent; and at the bank, where ATMs have
long replaced tellers for most transactions. But a backlash is coming, experts predict. Some
say that people are more isolated than they used to be in the days of face-to-face service
and they question how much time people are really saving if they have to continually learn
new processes, operate new machines, and overcome new glitches. Labor-saving technolo-

automated (p. 85)
offshoring (p. 98)

informated (p. 85)
mobile workers (p. 94)

productivity paradox (p. 102)
telecommuting (p. 94)

24 “Online Forum: Companies of the Future,” available at http://www.msnbc.com/news/738363.asp
(accessed June 11, 2002).



gies were supposed to liberate people from mundane tasks, but it appears that these tech-
nologies are actually shifting the boring tasks to the customer. On the other hand, many peo-
ple like the convenience of using these self-service systems, especially since it means
customers can visit a bank for cash or order books or gifts from an online retailer 24 hours
a day. The U.S. Census Bureau reports that retail sales over the Internet reached $69.2 bil-
lion in 2004, up 23.5 percent from the previous year. Does this mean the end of “doing busi-
ness the old fashioned way?” Will this put a burden on the elderly or the poor when
corporations begin changing for face-to-face services?25

CASE STUDY 4-1

BASEBALL IN THE UNITED STATES

Many cultures have some sort of sport involving a stick and a ball, but none holds the atten-
tion of the fans in the United States like baseball. Since the mid-1800s when the first
recorded baseball game was played, the game evolved from a contest between amateurs to
a professional business. It is no wonder that IS have begun to change the playing field.

In that moment, just before the pitch, the pitcher and batter lock eyes, and each tries to
figure out what the other is going to do. Fans revel in it, but baseball managers and players
spend careers trying to reduce the uncertainty contained in that moment through an obses-
sion with information to know as much about the opponent as possible. Until 1999, the infor-
mation was mostly contained in the collective memory of the team players and managers,
and decisions were made based on hunches and instincts gleaned from scraps of informa-
tion compiled through discussions with those who had the information. With the use of IS,
however, the old game of intuition is quickly becoming one of research and analysis both
on and off the field.

For example, between innings of the 1998 World Series, the championship game that
would determine the first place team that year, the New York Yankees’ catcher spent much
of his time in the dugout thumbing through computerized “spray charts” that show where
the San Diego Padres’ hitters hit the ball. He also studied graphics highlighting the weak spots
in the strike zone so that he could call appropriate pitches the next inning. New York won
the series that year, 4 games to 0. 

IS are also used to store and sort information about players from the time they appear in
their high school teams through their professional careers. Scouts gather information on per-
formance during each game played. They also compile information on contract histories,
injuries, psychological makeup, athletic strengths and weaknesses. Some even gather infor-
mation like personal presence on the field and testimony from their Little League (pre-high
school) coach. Players are tracked through all three tiers of the system, from amateur high
school and college ball, through professional minor league play, to advanced major league
time. Because teams typically have five to six minor league clubs in their network, it can be
expensive to gather complete information on each player. Players spend at least two years in
the minor league before hitting for the major league, so keeping tabs on everyone helps the
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team reduce cycle time and expense. Each team considers its scouting applications as its
“crown jewels,” and its leaders refuse to share specifics with anyone outside the organization.

The player’s job on the field is still hitting the ball and running the bases, but the jobs
off the field are changing rapidly as IS assist in scouting new players, tracking statistics of
teams and competition, and assisting in decision making at all levels of the business.

Discussion Questions

1. How is the job of the catcher different as a result of the use of IS?

2. Using the scouting information changes the job of the managers from one of intuition
to one of information. Team managers run the team and are responsible for activities
such as negotiating deals with new players, trading players with other teams, and
pulling together the roster for each game. Describe how you think using IS for scout-
ing changes the manager’s job. 

3. How do IS for scouting change where work is done for the baseball team?

4. What new jobs help a team use IS successfully?

Source: Adapted from Christopher Koch, “A Whole New Ballgame,” CIO Magazine (April 15, 1999),
pp. 38–47.

CASE STUDY 4-2

AUTOMATED WASTE DISPOSAL, INC.

Ciro Viento is responsible for 110 of Automated Waste Disposal, Inc.’s (AWD’s) garbage
trucks. Automated Waste Disposal is a commercial and household trash hauler in
Connecticut and New York. When a caller recently complained to Viento that a blue and
white Automated Waste Disposal truck was speeding down Route 22, Viento turned to the
company’s information system. He learned that the driver of a company front-loader had
been on that very road at 7:22 A.M., doing 51 miles per hour (mph) in a 35 mph zone. Was
the driver of that truck ever in trouble!

This AWD system uses a global positioning system not only to smooth its operations, but
also to keep closer track of its workers who may not always be doing what they are supposed
to be doing during work hours. Viento pointed out, “If you’re not out there baby-sitting them,
you don’t know how long it takes to do the route. The guy could be driving around the world,
he could be at his girlfriend’s house.”

Before AWD installed the GPS system, the drivers of his 22 front-loaders clocked in
approximately 300 hours a week of overtime at 1.5 times pay. Once AWD started monitor-
ing the time they spent in the yard before and after completing their routes and the time
and location of stops that they made, the number of overtime hours plummeted to 70 per
week. This translated to substantial savings for a company whose drivers earn about $20 an
hour. 

AWD also installed GPS receivers, which are the size and shape of cans of tuna, in sales-
men’s cars. Viento was not surprised to learn that some of the company’s salesmen frequented
a local bar around 4 P.M. when they were supposed to be calling on customers. Viento
decided to set digital boundaries around the bar.



Not surprisingly, the drivers and salesmen aren’t entirely happy with the new GPS-based
system. Tom McNally, an AWD driver, admits: ”It’s kind of like Big Brother is watching a
little bit. But it’s where we’re heading in this society . . . I get testy in the deli when I’m wait-
ing in line for coffee, because it’s like, hey, they’re (managers) watching. I’ve got to go.” 

Viento counters that employers have a right to know what their employees are up to: “If
you come to work here, and I pay you and you’re driving one of my vehicles, I should have
the right to know what you’re doing.”

Discussion Questions

1. What are the positive and negative aspects of Viento’s use of the GPS-based system to
monitor his drivers and salesmen?

2. What advice do you have for Viento about the use of the system for supervising, evalu-
ating, and compensating his drivers and salesmen?

3. As more and more companies turn to IS to help them monitor their employees, what
do you anticipate the impact will be on employee privacy? Can anything be done to
ensure employee privacy? 

Source: Adapted from MSNBC News (Associated Press), “Bosses Keep Sharp Eye on Mobile Workers,”
(December 30, 2004), available at http://www.msnbc.msn.com/id/6769377/ (downloaded June 18, 2005).
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INFORMATION
TECHNOLOGY AND
CHANGING BUSINESS
PROCESSES1

Executives at CIGNA Corporation faced a challenge: to radically improve operat-
ing efficiency. The company’s income had fallen nearly 11 percent from the previ-
ous year. Benchmarks with other insurance industry leaders suggested that its
operating costs exceeded what the market would bear, and, moreover, productivity
lagged significantly in some crucial areas. A review of the systems organization
revealed that, not only were investments in information technology (IT) failing to
support the strategic direction of the company, but in effect, sophisticated new appli-
cations were being layered on top of existing organizations and processes, without
a full understanding of how they might complement them, let alone improve them.

Accordingly, CIGNA’s new chairman initiated a program to radically redesign the
company’s operating processes in key areas. Beginning with a relatively small volun-
teer unit—the reinsurance division—CIGNA concentrated on developing an in-house
cadre of managers who could become expert in the processes of business transfor-
mation and begin to create an experience base that could be useful in successive
redesign efforts. The successful efforts of this team in the reinsurance division were
subsequently replicated in the information systems (IS) unit, adapted for various over-
seas groups, and then applied with tremendous success to a core unit that required
substantial redirection: the property and casualty group, an 8,000-person business unit
facing a $1 billion loss. CIGNA realized savings of more than $100 million from more
than 20 reengineering initiatives. Individual units experienced cuts in operating
expenses of 42 percent, cycle time improvements of 100 percent, customer satisfac-
tion that increased 50 percent, and quality improvements of 75 percent.2

c5CHAPTER

1 The authors wish to acknowledge and thank Jeff Greer, MBA 1999, for his help researching a 
writing early drafts of this paper.
2 J. R. Caron, S. Jarvenpaa, and D. Stoddard, “Business Reengineering at CIGNA Corporation: Lesson
from the First Five Years,” Management Information Systems Quarterly 18:3 (September 1994).
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IT can enable or impede business change. The right design coupled with the
right technology can result in changes such as CIGNA experienced. The wrong
business process design or the wrong technology, however, can force a company
into oblivion. 

To a manager in the Information Age, an understanding of how IT enables busi-
ness change is essential. The terms management and change management are used
almost synonymously: To manage effectively means to manage change effectively.
As IT becomes ever more prevalent and more powerful, the speed and magnitude
of the changes that organizations must address to remain competitive will continue
to increase. To be a successful manager, one must understand how IT enables
change in a business, one must gain a process perspective of business, and one must
understand how to transform business processes effectively. This chapter provides
the manager with a view of business process change. It provides tools for analyz-
ing how a company currently does business and for thinking about how to effec-
tively manage the inevitable changes that result from competition and the
availability of IT. This chapter also describes an IT-based solution commonly known
as enterprise IS. 

A brief word to the reader is needed. The term process is used extensively in
this chapter. In some instances, it is used to refer to the steps taken to change
aspects of the business. At other times, it is used to refer to the part of the busi-
ness to be changed: the business process. The reader should be sensitive to the
potentially confusing use of the term process.

c SILO PERSPECTIVE VS. BUSINESS PROCESS PERSPECTIVE

When effectively linked with improvements to business processes, advances in
IT enable changes that make it possible to do business in a new way, better and more
competitive than before. On the other hand, IT can also inhibit change, which occurs
when managers fail to adapt business processes because they rely on inflexible sys-
tems to support those processes. Finally, IT can also drive change, for better or for
worse. Examples abound of industries that were fundamentally changed by advances
in IT, and of companies whose success or failure depended on the ability of their man-
agers to adapt. This chapter considers IT as an enabler of business transformation,
a partner in transforming business processes to achieve competitive advantages. We
begin by comparing a process view of the firm with a functional view.

Transformation requires discontinuous thinking—recognizing and shedding
outdated rules and fundamental assumptions that underlie operations. “Unless we
change these rules, we are merely rearranging the deck chairs on the Titanic. We
cannot achieve breakthroughs in performance by cutting fat or automating exist-
ing processes. Rather, we must challenge old assumptions and shed the old rules
that made the business under perform in the first place.”3

3 Michael Hammer, “Reengineering Work: Don’t Automate, Obliterate,” Harvard Business Review
(July–August 1990), p. 4.
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Functional (or Silo) Perspective

Many think of business by imagining a hierarchical structure organized around a
set of functions. Looking at a traditional organization chart allows an understand-
ing of what the business does in order to achieve its goals. A typical hierarchical
structure, organized by function, might look like the one shown in Figure 5.1. 

In a hierarchy, each department determines its core competency and then
concentrates on what it does best. For example, the operations department focuses
on operations, the marketing department focuses on marketing, and so on. Each
major function within the organization usually forms a separate department to
ensure that work is done by groups of experts in that function. This functional
structure is widespread in today’s organizations and is reinforced by business edu-
cation curricula, which generally follow functional structures—students take
courses in functions (i.e., marketing, management, accounting, etc.), major in func-
tions, and then are predisposed to think in terms of these same functions.4

Even when companies use the perspective of the value chain model (as dis-
cussed in Chapter 2), they still focus on functions that deliver their portion of the
process and “throwing it over the wall” to the next group on the value chain. These
silos, or self-contained functional units, are useful for several reasons. First, they
allow an organization to optimize expertise. For example, instead of having mar-
keting people in a number of different groups, all the marketing people belong
to the same department, which allows them to informally network and learn from
each other and allows the business to leverage its resources. Second, the silos allow
the organization to avoid redundancy in expertise by hiring one person who can
be assigned to projects across functions on an as-needed basis instead of hiring an
expert in each function. Third, with a functional organization, it is easier to bench-
mark with outside organizations, utilize bodies of knowledge created for each func-
tion, and easily understand the role of each silo. For example, it is clear that the
marketing department produces and executes marketing plans, but it may not be
clear what a customer-relationship department does. (It typically has some mar-
keting, some sales, some services. and some accounting processes.)

On the other hand, silo organizations can experience significant suboptimiza-
tion. First, individual departments often recreate information maintained by other

Typical Hierarchical Organization Structure

Operations Marketing Accounting Finance Administration

Executive Offices 

CEO 

President

FIGURE 5.1 Hierarchical structure.

4 Thomas Davenport and John Beck, The Attention Economy (Boston: Harvard Business School
Press, 2001), p. 173.



departments. Second, communication gaps between departments are often wide.
Third, as time passes, the structure and culture of a functionally organized busi-
ness can become ingrained, creating a complex and frustrating bureaucracy. Fourth,
handoffs between silos are often a source of problems, such as finger-pointing and
lost information, in business processes. Finally, silos tend to lose sight of the objec-
tive of the overall organization goal and operate in a way that maximizes their local
goals.

A firm’s work changes over time. In a functionally organized silo business, each
group is primarily concerned with its own set of objectives. The executive officers
jointly seek to ensure that these functions work together to create value, but the
task of providing the “big picture” to so many functionally oriented personnel can
prove extremely challenging. As time passes and business circumstances change,
new work is created that relies on more than one of the old functional departments.
Departments that took different directions must now work together. They negoti-
ate the terms of any new work processes with their own functional interests in mind,
and the “big picture” optimum gets scrapped in favor of suboptimal compromises
among the silos. These compromises then become repeated processes; they become
standard operating procedures. 

Losing the big picture means losing business effectiveness. After all, a busi-
ness’s main objective is to create as much value as possible for its shareholders and
other stakeholders by satisfying its customers to the greatest extent possible. When
functional groups duplicate work, when they fail to communicate with one another,
when they lose the big picture and establish suboptimal processes, the customers
and stakeholders are not being well served.

Process Perspective

A manager can avoid such bureaucracy—or begin to “fix” it—by managing from a
process perspective. A process perspective keeps the big picture in view and
allows the manager to concentrate on the work that must be done to ensure the
optimal creation of value. A process perspective helps the manager avoid or reduce
duplicate work, facilitate cross-functional communication, optimize business
processes, and, ultimately, best serve the customers and stakeholders.

In business, a process is defined as an interrelated, sequential set of activities
and tasks that turns inputs into outputs, and includes the following: 

• A beginning and an end

• Inputs and outputs

• A set of tasks (subprocesses) that transform the inputs into outputs

• A set of metrics for measuring effectiveness

Metrics are important because they focus managers on the critical dimensions
of the process. Metrics for a business process are things like throughput, which is
how many outputs can be produced per unit time; or cycle time, which is how long
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it takes for the entire process to execute. Some use measures such as number of
handoffs in the process or actual work versus total cycle time. Other metrics are
based on the outputs themselves, such as customer satisfaction, revenue per out-
put, profit per output, and quality of the output. 

Examples of business processes include customer order fulfillment, manufac-
turing planning and execution, payroll, financial reporting, and procurement. A typ-
ical procurement process might look like Figure 5.2. The process has a beginning
and an end, inputs (requirements for goods or services) and outputs (receipt of
goods, vendor payment), and subprocesses (filling out a purchase order, verifying
the invoice). Metrics of the success of the process might include turnaround time
and the number of paperwork errors.

The procurement process in Figure 5.2 cuts across the functional lines of a
traditionally structured business. For example, the requirements for goods might
originate in the operations department based on guidelines from the finance
department. Paperwork would likely flow through the administration department,
and the accounting department would be responsible for making payment to the
vendor.

Focus on the process by its very nature ensures focus on the business’s goals
(the “big picture”) because each process has an “end point” that is usually a deliv-
erable to a customer, supplier, or other stakeholder. A process perspective recog-
nizes that processes are often cross-functional. In the diagram in Figure 5.3, the
vertical bars represent functional departments within a business. The horizontal
bars represent processes that flow across those functional departments. A process
perspective requires an understanding that processes properly exist to serve the
larger goals of the business, and that functional departments must work together
to optimize processes in light of these goals.

For example, Nokia Telecommunications, the telecommunications manufac-
turing division of the Finnish company Nokia, built its order fulfillment process to
include tendering, order delivery, implementation, and after-sales service tasks.5

The company built cellular systems, switching systems, and transmission systems
worldwide to companies offering mobile and fixed telecommunications services.
Their order fulfillment process crossed division and product group boundaries,
making it a cross-functional business process.

Receive  

Requirement  

for Goods/ 

Services

Pay 

Vendor

Verify 

Invoice

Receive 

Goods

Create and  

Send 

Purchase 

Order

FIGURE 5.2 Sample business process.

5 For more details about Nokia’s efforts, see S. Jarvenpaa and Ilkka Tuomi, “Nokia
Telecommunications: Redesign of International Logistics,” Harvard Business School case study 
9-996-006 (September 1995).



When managers gain the process perspective, they begin to lead their organ-
izations to change in order to optimize the value that customers and stakeholders
receive. These managers begin to question the status quo. They do not accept
“because we have always done it that way” as an answer to why business is con-
ducted in a certain way. They concentrate instead on specific objectives and results.
They begin to manage processes by:

• Identifying the customers of processes

• Identifying these customers’ requirements

• Clarifying the value that each process adds to the overall goals of 
the organization

• Sharing their perspective with other organizational members until the
organization itself becomes more process-focused

The differences between the silo and process perspective are summarized in
Figure 5.4. Unlike a silo perspective, a process perspective recognizes that busi-
nesses operate as a set of processes that flow across functional departments. It
enables a manger to analyze the business’s processes in light of its larger goals, as
compared to the functional orientation of the silo perspective. Finally, it provides
a manager with insights into how those processes might better serve these goals.

c THE TOOLS FOR CHANGE

Two techniques are used to transform a business: (1) radical process, which is some-
times called business process reengineering (BPR) or simply reengineering, and
(2) incremental, continuous process improvement, sometimes referred to using the
term total quality management (TQM). Although some believe these concepts
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are passé, most companies are either involved with one or both of these methods
of improvement. In fact, some businesses have made radical process reconfigura-
tion a core competency so that they can better serve customers whose demands
are constantly changing. Both concepts are important; they continue to be two dif-
ferent tools a manager can use to effect change in the way his or her organization
does business. The basis of both approaches is viewing the business as a set of busi-
ness processes, rather than using a silo perspective. 

Total Quality Management (TQM)

At one end of the continuum, managers use TQM to improve business processes
through small, incremental changes. This improvement process generally involves
the following activities: 

• Choosing a business process to improve

• Choosing a metric by which to measure the business process

• Enabling personnel involved with the process to find ways to improve it
according to the metric

Personnel often react favorably to TQM because it gives them control and owner-
ship of improvements and, therefore, renders change less threatening. The
improvements grow from their grassroots efforts. One popular management
approach to TQM is called six-sigma. This approach uses TQM within a larger
structure of tools and processes to continually improve processes.

Business Process Reengineering (BPR)

TQM approaches work well for tweaking existing processes, but more major
changes require a different type of management tool. At the other end of the change
continuum, BPR enables the organization to attain aggressive improvement goals

Definition

Focus

Goal Accomplishment

 

Benefits
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Self-contained functional units 
such as marketing, operations, 
finance, and so on

Functional
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efficiencies
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Optimizes on organizational 
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FIGURE 5.4 Comparison of silo perspective and business process perspective.



(again, as defined by a set of metrics). The goal of BPR is to make a rapid, break-
through impact on key metrics. 

The difference in the TQM and BPR approaches over time is illustrated by
the graph in Figure 5.5. The vertical axis measures, in one sense, how well a busi-
ness process meets its goals. Improvements are made either incrementally or rad-
ically. The horizontal axis measures time.

Not surprisingly, BPR typically faces greater internal resistance than does TQM.
For this reason, managers should use BPR instead of TQM only when they require
radical change: for instance, when the company is in trouble, when it imminently faces
a major change in the operating environment, or when it must change significantly in
order to outpace its competition. Key aspects of BPR include the following:

• The need for radical change

• Thinking from a cross-functional process perspective (or, as consultants
like to say, “thinking outside the box”)

• Challenging old assumptions

• Networked (cross-functional) organizing

• Empowerment of individuals in the process

• Measurement of success via metrics tied directly to business goals

The Process for Radical Redesign

Many different and effective approaches can be taken to achieve radical process
change. Each consultant or academic has a pet method, but all share three main
elements:

1. They begin with a vision of which performance metrics best reflect the
success of overall business strategy.

2. They make changes to the existing process.

3. They measure the results using the predetermined metrics.
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The diagram in Figure 5.6 illustrates a general view of how radical redesign
methods work. A new process is envisioned, the change is designed and imple-
mented, and its impact is measured. A more specific method for changing a busi-
ness process is illustrated in Figure 5.7. In this process, feedback from each step
can affect any of the previous steps

Using a BPR methodology (Figure 5.7), a manager begins by stating a case for
action. The manager must understand what it is about current conditions that makes
them unfavorable and, in general terms, how business processes must change to
address them. Next, the manager must assess the readiness of the organization to
undertake change. Only after stating a compelling case for action and addressing
organizational readiness should the manager identify those business processes that
he or she believes should change to better support the overall business strategy and
build a redesign team. 

Once the case for action is made, the current process is analyzed. Some BPR
experts believe that it is only necessary to do a cursory study of the existing process,
just enough to understand the problems, the key metrics, and the basic flow. Others
believe a detailed study helps to clearly identify how the process works. Although
detail is sometimes helpful, many BPR projects get derailed at this step because
of “analysis paralysis,” spending an overabundance of time and effort understand-
ing every detail of the process. Such detail is not necessary for BPR, but never-
theless is comforting to the BPR manager, and may help build credibility with the
rest of the organization.

The tool used to understand a business process is a workflow diagram, which
shows a picture, or map, of the sequence and detail of each process step. More than
200 products are available for diagramming the workflow. The objective of process
mapping is to understand and communicate the dimensions of the current process.
Typically, process engineers begin the process mapping procedure by defining the
scope, mission, and boundaries of the business process. Next, the engineer devel-
ops a high-level overview flowchart of the process and a detailed flow diagram of
everything that happens in the process. The diagram uses active verbs to describe
activities and identifies all actors, inputs, and outputs of the process. The engineer
verifies the detailed diagram for accuracy with the actors in the process and adjusts
it accordingly.

Vision Measure
Current Process New Process

Change

Transformation 

Methodology

FIGURE 5.6 Conceptual flow of process design.



Another key task at this stage is to identify metrics of business success that
clearly reflect both problems and opportunities in the status quo and that can meas-
ure the effectiveness of any new processes. It is vitally important that the metrics
chosen relate to the key business drivers in any given situation. Examples include
cost of production, cycle time, scrap and rework rates, customer satisfaction, rev-
enues, and quality.

The manager’s next step is to develop a transition plan. The plan should include
a clearly stated vision, an initial design of the new process that directly addresses the
metrics that, in turn, address the goals of the business, and an implementation plan. 

CIGNA’s Reengineering Efforts

Consider CIGNA and how it managed this process. The company began by build-
ing a core reengineering team of 10 specialists, high-performing individuals with
5–10 years of experience in CIGNA. This core team consisted five specialists with
strong systems experience, with the remainder possessing operations, business, or
business analysis experience. In fact, CIGNA used this group to train future lead-
ers. Each manager had 12–18 months of experience in the reengineering group
to help build a culture of acceptance. The project requirements were so great that
they brought on extra help, using outside consultants to assist when needed.

The CIGNA Reinsurance division (CIGNA-RE) was the pilot project for the
company. Benchmarks set by the reengineering group suggested that CIGNA-RE
could be significantly more effective with the same number of employees, that the
CIGNA-RE business portfolio needed to change, and that the cost structure of
CIGNA-RE was too high for its market. The group was ready to make radical
change. The president of the division was even more enthusiastic when she heard
a new information system would be part of the process.

The core reengineering team worked with CIGNA-RE managers to build a
plan for reengineering its business. The president devoted significant time to this
program—50 to 75 percent of her time during the design phase and 30 to 50 per-
cent during the implementation phase. She built an executive committee consist-
ing of her senior staff, which met regularly with the reengineering team.

The redesigned processes mandated a new client-server IS, new individual
skills, and new managerial skills. The IS change was particularly difficult because
the new client-server platform meant that many of the IS people had to be replaced
in order to acquire the right skills in a short amount of time. The administrative
and systems staffs were reorganized into teams. Everyone in CIGNA-RE had to
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apply for a job in this new organization, because none of the original jobs remained.
This approach created the much-desired effect of breaking old habits and signal-
ing major change. Much management effort was spent forging a new culture that
focused on customer satisfaction and accountability. CIGNA-RE was able to achieve
results within about 18 months, while reducing complexity. They reported a 40 per-
cent reduction in operating costs, and notable improvement in process cycle times.
The number of different IS applications they used was reduced from 17 applica-
tions to 5. And 27 job descriptions were reduced to 5.

CIGNA-RE’s president believes that the improvement program at CIGNA will
never be done. She wants to promote a climate of adaptability within her division
to make sure that better ways to do business are continually embraced by her organ-
ization. Further, CIGNA managers realize many similar improvements in their divi-
sions from subsequent reengineering efforts. Today the CIGNA culture includes
acceptance for IS-based transformation of business processes.

The Risk of Radical Redesign

The implementation of a radically redesigned process presents managers with a
highly complex set of challenges. Since the project is one of transformation, there
are the difficult challenges associated with managing the project as well as achiev-
ing acceptance and readiness for the new process. The project manager needs a
strong set of skills to successfully complete a BPR project (see Chapter 11). The
transformation needs a champion who can help ensure senior level support and
muster resources even in the face of negativity about the change. The project needs
a well thought out plan so that all involved accept the changes. Finally, for proj-
ects that involve significant new technology or methodologies, there is the risk of
failure of the new process itself should the technology or methodology not work in
the new business context. 

c INTEGRATED SUPPLY CHAINS 

Business processes are not just internal to a company.  With the help of informa-
tion technologies, many processes are linked across companies with a companion
process at a customer or supplier, creating an integrated supply chain (as intro-
duced in Chapter 2). 

The supply chain of a business is the process that begins with raw materials
and ends with a product or service ready to be delivered (or in some cases actu-
ally delivered) to a customer. It typically includes the procurement of materials or
components, the activities to turn these materials into larger subsystems or final
products, and the distribution of these final products to warehouses or customers.
But with the increase in information systems use, it may also include product design,
product planning, contract management, logistics, and sourcing. Globalization of
business and ubiquity of communication networks and information technology has
enabled businesses to use suppliers from almost anywhere in the world. At the same
time, this has created an additional level of complexity for managing the supply



chain. Supply chain integration is the approach of technically linking supply chains
of vendors and customers to streamline the process and to increase efficiency and
accuracy.

Integrated supply chains have several challenges, primarily resulting from dif-
ferent degrees of integration and coordination among supply chain members.6 At
the most basic level, there is the issue of information integration. Partners must
agree on the type of information to share, the format of that information, the tech-
nological standards they will both use to share it, and the security they will use to
ensure that only authorized partners access it. Trust must be established so the part-
ners can solve higher level issues that may arise. At the next level is the issue of
synchronized planning. At this level the partners must agree on a joint design
of planning, forecasting, and replenishment. The partners, having already agreed
on what information to share, now have to agree on what to do with it. The third
level can be described as workflow coordination—the coordination, integration,
and automation of critical business processes between partners. For some supply
chains, this might mean simply using a third party to link the procurement process
to the preferred vendors or to communities of vendors who compete virtually for
the business. For others it might be a more complex process of integrating order
processing and payment systems. Ultimately, the integration of supply chains is lead-
ing to new business models, as varied as the visionaries who think them up. These
business models are based in new ideas of coordination and integration made pos-
sible by the Internet and information-based supply chains. In some cases, new serv-
ices have been designed by the partnership between supplier and customer, such
as new financial services offered when banks link up electronically with businesses
to accept online payments for goods and services purchased by the businesses’ cus-
tomers. In other cases, a new business model for sourcing has resulted, such as one
in which companies list their supply needs, and vendors electronically bid to be
the supplier for that business.

c ENTERPRISE SYSTEMS 

Information technology is a critical component of most every business process
today, since information flow is at the core of most every process. A class of IT appli-
cations called enterprise systems is a set of information systems tools that many
organizations use to enable this information flow within and between processes.

Computer systems in the 1960s and early 1970s were typically designed around
a specific application with each application using its own set of inputs. Databases
were not in common use, and a widespread following believed “the notion that a
company can and ought to have an expert (or group of experts) create for it a sin-
gle, completely integrated supersystem—an ‘MIS’—to help it govern every aspect
of its activity is absurd.”7 These early systems did not interface well with each other
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University Global Supply Chain Management Forum, November 2001.
7 J. Dearden, “MIS Is a Mirage,” Harvard Business Review (January–February 1972), p. 109. 
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and often had their own version of data even though these data were used in other
systems. The systems were designed to support a silo approach and they did so very
effectively. Organizational computing groups were faced with the challenge of 
linking and maintaining the patchwork of loosely overlapping, redundant systems.
In the 1980s and 1990s, software companies in a number of countries, including
the United States, Germany, and the Netherlands, began developing integrated
software packages that used a common database and cut across organizational sys-
tems. Some of these packages were developed from administrative systems (e.g.,
finance and human resources) and others evolved from materials resource plan-
ning (MRP) in manufacturing. These comprehensive software packages that incor-
porate all modules needed to run the operations of a business are called enterprise
systems or, alternatively, enterprise information systems (EIS). Enterprise
resource planning (ERP) software packages are the most frequently discussed
type of enterprise system. Other enterprise systems may be developed in-house to
integrate organizational processes.

Purchased software packages were traditionally more popular with smaller com-
panies than with larger ones, who had resources to build their own. However in the
mid-1990s, vendors started pitching ERPs to larger companies that realized the costs
of developing in-house integrated systems designed for client-server architectures
would be extremely expensive and risky. ERPs were designed to help large compa-
nies manage the fragmentation of information stored in hundreds of individual desk-
top, department, and business unit computers across the organization. They offered
the management information system (MIS) department in many large organizations
an option for switching from underperforming, obsolete mainframe systems to client-
server environments designed to handle the changing business demands of their
operational counterparts. The threat of the Year 2000 problem (Y2K), a problem
where computers used two digits instead of four digits to represent the year, mak-
ing it impossible to distinguish between years such as 2000 and 1900, pushed many
senior managers to outside vendors who offered Y2K compliant enterprise systems
as the solution for their companies. In some cases, business processes were so
untamed that managers thought installing an enterprise system would be a way to
standardize processes across their businesses. These managers wanted to transform
their business processes by forcing all to conform to a software package. Smaller com-
panies found similar uses for ERPs, especially for sales force automation, supply chain
integration, customer relationship management, and product configuration.

By 1998, approximately 40 percent of companies with annual revenues greater
than $1 billion had installed ERP software.8 By far the most widely used enterprise
system was offered by a German company, SAP. Their product, R/3, was installed
in almost every large global corporation. Many other competitors, including
PeopleSoft, Baan, and Oracle, and many other vendors also offered a selection of
software systems that, when integrated, formed an enterprise system. 

8 M. Lynne Markus and Cornelis Tanis, “The Enterprise System Experience—From Adoption to
Success,” in R. Zmud (ed.), Framing the Domains of IT Management: Projecting the Future Through
the Past (Cincinnati, OH: Pinaflex Educational Resources, Inc., 2000), p. 175.



Recently a new type of enterprise system emerged, ERP II systems. Whereas
an ERP makes company information immediately available to all departments
throughout a company, ERP II makes company information immediately 
available to external stakeholders, such as customers and partners. ERP II
enables e-business by integrating business processes between an enterprise and
its trading partners.

Characteristics of Enterprise Systems

Enterprise systems have several characteristics:9

• Integration. Enterprise systems are designed to seamlessly integrate
information flows throughout the company. Enterprise systems are con-
figured by installing various modules such as: 

• Manufacturing (materials management, inventory, plant mainte-
nance, production planning, routing, shipping, purchasing, etc.)

• Accounting (general ledger, accounts payable, accounts receivable, cash
management, forecasting, cost accounting, profitability analysis, etc.)

• Human resources (employee data, position management, skills inven-
tory, time accounting, payroll, travel expenses, etc.)

• Sales (order entry, order management, delivery support, sales plan-
ning, pricing, etc.)

• Packages. Enterprise systems are commercial packages purchased from
software vendors. Unlike many packages, enterprise systems usually
require long-term relationships with software vendors because the com-
plex systems must typically be modified on a continuing basis to meet
the organization’s needs.

• Best practices. Enterprise systems reflect industry best practices for
generic business processes. To implement them, business process
reengineering is often required.

• Some assembly required. The enterprise system is software that needs to
be integrated with the organization’s hardware, operating systems, data-
bases, and telecommunications. Further, enterprise systems often need
to be integrated with proprietary legacy systems. It often requires that
middleware (software used to connect processes running in one or
more computers across a network) or “bolt-on” systems be used to make
all of the components operational. 

• Evolving. Even though enterprise systems were designed first for main-
frame systems and then client-server architectures, many systems now
are being designed for Web-enabled or object-oriented versions. A major
challenge facing many firms is to integrate Internet ERP applications
with supply chain management software. One important problem in
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meeting this challenge is to allow companies to be both more flexible in
sourcing from multiple (or alternative) suppliers, while also increasing
the transparency in tightly coupled supply chains. A second problem is
to integrate ERP’s transaction-driven focus into a firm’s workflow.10

Benefits and Disadvantages of Enterprise Systems

The major benefit of an enterprise system is that all modules of the information
system easily communicate with each other, offering enormous efficiencies over
stand-alone systems. In business, information from one functional area is often
needed by another area. For example, an inventory system stores information about
vendors who supply specific parts. This same information is required by the
accounts payable system, which pays vendors for their goods. It makes sense to inte-
grate these two systems to have a single accurate record of vendors. 

Because of the focus on integration, enterprise systems are useful tools for an
organization seeking to centralize operations and decision making. One of the ben-
efits of centralization is the effective use of organizational databases. Redundant
data entry and duplicate data may be eliminated; standards for numbering, nam-
ing, and coding may be enforced; and data and records can be cleaned up through
standardization. Further, the enterprise system can reinforce the use of standard
procedures across different locations.

The obvious benefits notwithstanding, implementing an enterprise system rep-
resents an enormous amount of work. Using the same simple example as previously,
if an organization has allowed both the manufacturing and the accounting depart-
ments to keep their own records of vendors, then most likely these records are kept
in somewhat different forms (one department may keep the vendor name as “IBM,”
the other as “International Business Machines” or even “IBM Corp,” all of which
make it difficult to integrate the databases). Such data inconsistencies must be
addressed in order for the enterprise system to provide optimal advantage.

Moreover, even though enterprise systems are flexible and customizable to a
point, most also require business processes to be redesigned in order to achieve
optimal performance of the integrated modules. The flexibility in an enterprise sys-
tem comes from being able to change parameters in a process, such as the type of
part number the company will use. However, all systems make assumptions about
how the business processes work, and at some level, customization is not possible.
For example, one major Fortune 500 company refused to implement a vendor’s
enterprise system because the company manufactured products in lots of “one” and
the vendor’s system would not handle the volume this company generated. If they
had decided to use the ERP, a complete overhaul of their manufacturing process
in a way that executives were unwilling to do would have been necessary.

Organizations are expected to conform to the approach used in the enterprise
system, arguably because the enterprise system represents a set of industry best

10 Amit Basu and Akhil Kumar, “Research Commentary: Workflow Management Issues in 
e-Business,” Information Systems Research 13:1 (March 2002), pp. 1–14.



practices. Implementing enterprise systems requires organizations to make
changes in their organization structure, and often in the individual tasks done by
workers. Recall in Chapter 1, the Information Systems Strategy Triangle suggests
that implementing an information system must be accompanied with appropriate
organizational changes to be effective. Implementing an enterprise system is no
different. For example, who will now be responsible for entering the vendor infor-
mation that was formerly kept in two locations? How will that information be
entered into the enterprise system? The answer to such simple operational ques-
tions often requires managers at a minimum to modify business processes, and more
likely to redesign them completely to accommodate the information system. 

Furthermore, enterprise systems and the organizational changes they induce
tend to come with a hefty price tag. A recent Meta Group survey of 63 small,
medium, and large companies found the average total cost of ownership (TCO) of
an ERP to be $15 million.11 The TCOs ranged from $400,000 to $30 million. As
discussed in Chapter 9, TCO numbers included hardware, software, professional
services, and internal staff costs as well as installing the software and maintaining,
upgrading, and optimizing it for two years. Because they are so complex, the cost
of professional services and internal staff tend to be quite high. Further, additional
hidden costs in the form of technical and business changes are likely to be neces-
sary when implementing an enterprise system.

One of the reasons that enterprise (ERP) systems are so expensive is that they
are sold as a suite, such as financials or manufacturing, and not as individual mod-
ules. Because buying modules separately is difficult, companies implementing ERP
software often find the price of modules they won’t use hidden in the cost of the suite.

Enterprise systems are not only expensive, but also risky. The number of enter-
prise system horror stories demonstrates this risk. For example, Kmart wrote off
its $130 million ERP investment. W. L. Gore filed suit against PeopleSoft and
Deloitte & Touche for failing to adequately test and debug its $3.5 million payroll
and personnel system. The vendor team put fictional names into Gore’s database,
which they then were not able to remove. So Donald Duck and Mickey Mouse were
logged on the payroll. Subsequently debugging the system was estimated to have
cost Gore $1 million.12 Tri Valley Growers, a farm co-op with $8.8 billion in rev-
enues in 1999, wanted a fully integrated ERP to run its entire business. It paid $3.1
million for Oracle’s CPG suite. Oracle’s initial estimates of $300,000 in November
1996 for consulting to install the software skyrocketed to $2.7 million six months
later. Oracle could never get its software to work when loaded onto Tri Valley’s hard-
ware, and it continually missed its software deadlines. Though Tri Valley declared
Chapter 11 bankruptcy in 2001, it kept active its $20 million suit against Oracle for
the savings it was never able to realize from the CPG project.13
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11 Christopher Koch, “The ABCs of ERP,” CIO Magazine (February 7, 2002), available at
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Oftentimes, installing an enterprise system means the business must reengineer
its business processes. Because the enterprise system is an automation of the major
business processes such as financial, manufacturing, and human resource manage-
ment, and because most enterprise systems are purchased from vendors such as SAP,
PeopleSoft, and Oracle, it is rare that an off-the-shelf system is perfectly harmonious
with an existing business process. More typical is that either the software requires
significant modification or customization to fit with the existing processes, or the
processes must change to fit the software. In most installations of enterprise sys-
tems, both take place. The system is customized when it is installed in a business
by setting a number of parameters, and in the worst case, by modifying the code
itself. The business processes are changed, often through a BPR project, as described
earlier in this chapter. Many of these projects are massive undertakings, requiring
formal, structured project management tools (as discussed in Chapter 11).

When the System Drives the Change

When is it appropriate to use the enterprise system to drive business process
redesign, and when is it appropriate to redesign the process first, then implement
an enterprise system? In several instances, it is appropriate to let the enterprise
system drive business process redesign. First, when an organization is just start-
ing out and processes do not yet exist, it is appropriate to begin with an enter-
prise system as a way to structure operational business processes. After all, most
of the processes embedded in the “vanilla” enterprise system from a top vendor
are based on the best practices of corporations who have been in business for
years. Second, when an organization does not rely on its operational business
processes as a source of competitive advantage, then using an enterprise system
to redesign these processes is appropriate. Third, it is reasonable for an organi-
zation to let the enterprise system drive business process change when the cur-
rent systems are in crisis and there is not enough time, resources, or knowledge
in the firm to fix them. Even though it is not an optimal situation, managers must
make tough decisions about how to fix the problems. A business must have work-
ing operational processes, therefore using an enterprise system as the basis for
process design may be the only workable plan. It was precisely this situation that
many companies faced with Y2K.

Likewise, it is sometimes inappropriate to let an enterprise system drive busi-
ness process change. When an organization derives a strategic advantage through
its operational business processes, it is usually not advisable to buy a vendor’s enter-
prise system. Using a standard, publicly available information system that both the
company and its competitors can buy from a vendor may mean that any competi-
tive advantage is lost. For example, consider a major computer manufacturer that
relied on its ability to process orders faster than its competitors to gain strategic
advantage. It would not have been to that organization’s benefit to use an enter-
prise system to drive the redesign of the order fulfillment system because doing so
would force the manufacturer to restrict its process to that which is available from
enterprise system vendors. More importantly, any other manufacturer could then
copy the process, neutralizing any advantages. Furthermore, the manufacturer



believed that relying on a third party as the provider of such a strategic system would
be a mistake in the long run. Should the system develop a bug or need to be
redesigned to accommodate unique aspects of the business, the manufacturer
would be forced to negotiate with the enterprise system vendor to get it to mod-
ify the enterprise system. With a system designed in-house, the manufacturer was
able to ensure complete control over the IS that drive its critical processes. 

Another situation in which it would be inappropriate to let an enterprise sys-
tem drive business process change is when the features of available packages and
the needs of the business do not fit. An organization may use specialized processes
that cannot be accommodated by the available enterprise systems. For example,
many ERPs were developed for discrete part manufacturing and do not support
some processes in paper, food, or other process industries.14

Compaq Computer Corporation found a middle ground in matching its needs
with the features of an enterprise system. As described in Harvard Business Review,
Compaq was changing its business strategy from a build-to-inventory to a build-
to-order company.15 In an effort to quickly transform the company, managers
agreed that a new enterprise system would make sense. However, they realized that
the key to becoming a build-to-order company was to have a unique order and ful-
fillment system. Compaq managers decided to build their own module for this busi-
ness process. To insure compatibility with the vendor’s enterprise system, the
module was written in the same language as the enterprise system and was designed
to be integrated into the other modules. Compaq’s installation took longer than a
standard enterprise system installation and cost more, but it was able to provide
Compaq with the advantages of enterprise systems without costing the company
the advantages it sought in its new business strategy.

A third situation would result from lack of top management support, company
growth, a desire for strategic flexibility, or decentralized decision making that ren-
der the enterprise system inappropriate. For example, Dell Computer stopped the
full implementation of SAP R/3 after only the human resources module had been
installed because the CIO did not think that the software would be able to keep
pace with Dell’s extraordinary growth. Enterprise systems were also viewed as cul-
turally inappropriate at the highly decentralized Kraft Foods.

Finally, other alternatives to increasing the level of systems integration are avail-
able. One alternative is data warehousing, sometimes described as the “poor man’s
ERP.” A data warehouse cannot completely support, or replace, an ERP.
Middleware offers another alternative. Through middleware, companies can inte-
grate software and improve user interfaces. After it terminated its SAP contract,
Dell used the middleware approach to integrate its many systems.
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Food for Thought: The Risks of Radical Redesign Alone  127

Challenges for Integrating ERP Between Companies

With the widespread use of ERP systems, the issue of linking supplier and customer
systems to the business’s systems brings many challenges. As with integrated sup-
ply chains, there are the issues of deciding what to share, how to share it, and what
do with it when the sharing can take place. There are also issues of security and
agreeing on encryption or other measures to protect data integrity as well as to
ensure that only authorized parties have access.

Some companies have tried to reduce the complexity of this integration by
insisting on standards, either at the industry level or at the system level. An exam-
ple of an industry level standard is the barcoding used by all who do business in
the consumer products industry. An example of a system level standard is the use
of SAP or Oracle as the ERP system used by both supplier and customer.

c FOOD FOR THOUGHT: THE RISKS OF RADICAL REDESIGN ALONE

The original concept of reengineering described a theory of radical change through
process design. In his famous Harvard Business Review article, reengineering guru
Michael Hammer described the concept of process design as one of starting with
a “clean sheet of paper.” The idea was not to let the existing process, nor any of
the potential constraints in the environment, get in the way of the redesign. Starting
with a greenfields approach allowed, in theory, the process designers to create the
best possible design. The implementation of these new processes, however, proved
more difficult than most organizations were willing to tolerate.

Dozens of stories tell of companies that attempted reengineering, only to fail
to realize the advantages they sought. Radically changing a business is not an easy
task. Research done to determine why companies failed to reach their goals reveal
some of the more common reasons, which are summarized here:

• Lack of senior management support at the right times and the right
places. Some estimates suggest that 50 percent or more of a senior man-
ager’s time is necessary to make radical change successful.

• Lack of a coherent communications program. Radical change can scare
many employees who are unsure about whether they will have a job
when the changes are completed. Companies that fail to communicate
regularly, clearly, and honestly experience an increased risk of failure.

• Introducing unnecessary complexity into the new process design. For
example, some companies try to introduce new IS that are unproven or
need extensive customization and training. Such an approach adds a level
of complexity to a reengineering project that is often difficult to manage.

• Underestimating the amount of effort needed to redesign and implement the
new processes. Companies, of course, do not stop operation while they
reengineer, and therefore, many companies find themselves spread too thin
when trying to reengineer and continue operations. Some compare it to
“changing airplanes in midair”—not impossible, but definitely not easy.



• Combining reengineering with downsizing. Many organizations really
just want to downsize their operations and get rid of some of their labor
costs. They call that initiative reengineering rather than downsizing, and
think their employees will understand that the new business design just
takes fewer people. Employees are smarter than that, and often make
the implementation of the radical design impossible.

This chapter described a business as a set of processes and outlined methods for
changing these processes. These changes can take the form of either revolution
through radical change or evolution through incremental change. In a letter to the
editor of Harvard Business Review, Gary Hamel argues that radical change is more
likely to create large amounts of new wealth than incremental change.16 However, he
then argues that the case for radical change is often distorted in one of five ways:

1. A firm must decide to undertake either radical or incremental change. In
reality it may be possible to employ both strategies. Researchers have
found that many reengineering projects employ a radical design, but an
evolutionary implementation plan.17 When companies face a crisis, they
may have no choice but to implement radical redesign in a revolutionary
way. In many cases, however, the objectives of a reengineering project
take a minimum of several months to complete. Companies find that too
much change too quickly can do more harm than good to their short-
term business objectives. Thus, a more common approach is to use
reengineering techniques to design a radical new process, but to imple-
ment it in smaller, more digestible steps.

2. Companies should be careful about embracing radical change because it
means jettisoning the past. Rather, firms should leverage brands, assets,
and competencies built up over time, even when they are embracing
radical change.

3. Radical change should be avoided because it is too risky. More immediately,
an incremental approach can reduce the short-term risk of failure, ease the
adaptation of new processes, and allow individual employees to participate
more fully. These gains, however, should not be taken if they raise long-term
risks that can only be avoided by adopting a strategy of radical change.

4. Radical change has no place in the daily running of well-established
firms. Rather, radical change challenges individuals at all levels through-
out the firm.

5. A firm can only tolerate a limited amount of radical change. Even
though incremental change is often linear, radical change is not and one
change may force the introduction of a series of radical changes. 
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The benefits of BPR are seductive, but the risks are high. To mitigate this
risk, some propose undertaking a revolutionary design approach but an evolu-
tionary implementation approach, as already described in the first point.
Although evolutionary implementation may reduce the risk of rejection, ease the
adaptation of the new process, and allow more individuals to participate in the
business change, it also means taking longer to realize the benefits of the
redesign. 

c SUMMARY

• IS can enable or impede business change. IS enables change by providing both the
tools to implement the change, and the tools on which the change is based. IS can
also impede change, particularly when the desired information is mismatched with
the capabilities of the IS.

• To understand the role IS play in business transformation, one must take a busi-
ness process, rather than a functional, perspective. Business processes are a
well-defined, ordered set of tasks characterized by a beginning and an end, a set
of associated metrics, and cross-functional boundaries. Most businesses operate
business processes, even if their organization charts are structured by functions
rather than by processes.

• Making changes in business processes is typically done through either TQM or
BPR techniques. TQM techniques tend to imply an evolutionary change, where
processes are improved incrementally. BPR techniques, on the other hand,
imply a more radical objective and improvement. Both techniques can be dis-
ruptive to the normal flow of the business; hence strong project management
skills are needed.

• Enterprise systems are large information systems that provide the core functional-
ity needed to run a business. These systems are typically implemented in order to
help organizations share data between divisions. However, in some cases enterprise
systems are used to affect organizational transformation by imposing a set of
assumptions on the business processes they manage.

• Information systems are useful as tools to both enable and manage business trans-
formation. The general manager must take care to ensure that consequences of the
tools themselves are well understood and well managed.
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c DISCUSSION QUESTIONS

1. Why was radical design of business processes embraced so quickly and so deeply by sen-
ior managers of so many companies? In your opinion, and using hindsight, was its popular-
ity a benefit for businesses? Why or why not?

2. Off-the-shelf enterprise IS often force an organization to redesign its business processes.
What are the critical success factors to make sure the implementation of an enterprise sys-
tem is successful?

3. Have you been involved with a company doing a redesign of its business processes? If so,
what were the key things that went right? What went wrong? What could have been done
better to minimize the risk of failure?

4. What do you think that Jerry Gregoire, former CIO of Dell Computers, meant when he
said, “Don’t automate broken business processes”?18

CASE STUDY 5-1 

COCA-COLA VENDING MACHINES

Vending machines are often out of their most popular items, waiting for service personnel
to replenish them. Coca-Cola Amatil, Ltd., the company that bottles Coca-Cola in Australia
and several countries in the Asia-Pacific region, equipped about 35,000 of its vending
machines with microprocessors and cellular transmitters that transfer information daily to
a database at company headquarters in Sydney, Australia. The system collects sales infor-
mation that can be used to analyze performance of the vending machines. It also provides
a link to the sales and distribution transaction processing system. Sales data are collected
and transmitted, enabling service personnel to refill the machines as needed, rather than at
predetermined intervals. 

The microprocessors also detect faulty machines so repair technicians can be dispatched
to fix them more quickly. Each machine is polled every evening to determine usage. This
process enables the company to do more efficient delivery routing by knowing which
machines need to be filled, what product they need, and how much is needed. The infor-
mation is also useful to track sales and usage trends.

Discussion Questions

1. What was the business strategy of Coca-Cola Amatil, Ltd. when it made the decision
to install this new technology? What would have been the major components of the
cost-benefit analysis that justified this project?

2. How does the process of managing sales of sodas through vending machines change
with the introduction of this system?
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3. How might this system change the process of maintenance and repair of the
machines?

Source: Adapted from Bob Violino, “Extended Enterprise,” Information Week (March 22, 1999), 
pp. 46–63.

CASE STUDY 5-2 

NESTLÉ

Joe Waller, CEO of Nestlé USA, a subsidiary of Nestlé SA, decided to transform the com-
pany from a hodgepodge of separate brands into One Nestlé, an integrated company. To
this end, he formed a key stakeholders team to help prepare for the process. Key stake-
holders were asked to outline the company’s strengths and weaknesses. During the two-
hour analysis of each team member, the inefficiencies resulting from the separate,
autonomous operations became obvious. The key stakeholders team uncovered 28 points
of customer entry and nine general ledgers. It was impossible to determine the volume
of sales from any given vendor. A plan, using SAP packages as its cornerstone, was devel-
oped to remedy this problem and other redundancies and inefficiencies. The SAP proj-
ect, BEST (Business Excellence through Systems Technology), was to be implemented
under the guidance of the CIO of Nestlé USA, Jeri Dunn. In assuming responsibility for
the BEST project, Dunn warned, “We made it very clear that this would be a business
process reorganization and that you couldn’t do it without changing the way you did busi-
ness. There was going to be pain involved, it was going to be a slow process, and this was
not a software project.”

Dunn had just returned from a stint as assistant vice president of technology and stan-
dards for the corporation, Nestlé SA. In this position she developed standards to be imple-
mented throughout the corporation that would allow data sharing across divisions and
eliminate redundancies such as paying 29 different prices for vanilla from the same vendor.
Unfortunately, when Dunn returned to Nestlé USA, she realized the carefully developed
corporate standards were not being implemented within the divisions.

The BEST project started with a team of 50 top business executives and 10 senior IT
professionals. The team was charged with developing a set of common work procedures for
every Nestlé USA division. A smaller technical team was carefully studying the data in every
division to devise a common data structure. By March, the key stakeholders had completed
a plan that involved implementing five SAP modules (i.e., purchasing, financials, sales and
distribution, accounts payable, and accounts receivables) and a Manugistic’s supply chain
module that was viewed as less risky than SAP’s comparable, but new, supply chain module.
Development began in July with a targeted implementation date for four of the modules to
coincide with Y2K.

It soon became clear that the project’s timeline was too ambitious. In their haste, the sys-
tem implementers failed to include any groups directly affected by the system’s use on the
key stakeholders team. Massive user resistance and confusion followed when the team tried
to roll out BEST. Users did not understand, nor want to learn, how to use the new system.
Dunn confessed, “We were always surprising [the heads of sales and the divisions] because
we would bring something up to the executive steering committee that they weren’t privy



to.” The forecast demand group demonstrated dismaying resistance when 77 percent of its
members chose to resign instead of replacing their old way of forecasting for the complex
models in the Manugistics module.

Technical problems besieged the project as well. The BEST project team had over-
looked the integration points between modules. Though common names had been
achieved, the modules could not interface with one another. For example, a salesperson
might give a favored customer a discount rate, but the discount was not transmitted to
the accounts receivable personnel. As a result, the accounts receivable personnel con-
sidered the account only partially paid. 

Dunn realized the need to take drastic measures to save the project. In October 2000,
she gathered 19 Nestlé USA key stakeholders and business executives for a three-day off-
site self-examination. They concluded that the project needed to retrace its steps and develop
business requirements before setting a new project deadline. They also encouraged seek-
ing support for the project from the divisional heads who had been overlooked earlier, and
informing employees more fully about the project’s purpose and progress. 

Dunn placed new emphasis on getting the “big picture” view of how the system com-
ponents worked together. The team renewed its efforts to implement the domestic sales and
distribution and accounts receivable modules. Dunn made the painful decision to halt the
rollout of the Manugistics package and replace it with SAP’s supply chain module that had
since become Nestlé SA’s global standard. This last-minute switch resulted in 5 percent of
BEST’s substantial cost.

When the end-state design was completed two years later, relationships with the divi-
sions were still poor. In May, Tom James was appointed director of process change for the
BEST project. He and Dunn met more often with the division heads and surveyed the
employees to identify problems in dealing with system changes. The results of one survey
convinced them to delay the rollout of a manufacturing package by six months. 

BEST is projected to cost Nestlé USA $210 million and six years of effort. However, Dunn
claims that the BEST project has already saved Nestlé USA $325 million. She admits that
the project was about change management—not a software implementation: “When you
move to SAP, you are changing the way people work. . . .You are challenging their princi-
ples, their beliefs, and the way they have done things for many, many years.”

Discussion Questions

1. Was it appropriate to implement the BEST project at Nestlé USA? Why or why not?

2. In what ways do you think that Nestlé USA realized savings of $325 million?

3. Why is this story more about change management that software implementation?

Source: Adapted from Ben Worthen, “Nestlé’s ERP Odyssey,” CIO Magazine (May 15, 2002), available
at http://www.cio.com/archive/051502/nestle.html.
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c6CHAPTER

ARCHITECTURE AND
INFRASTRUCTURE1

Bridgeport-based People’s Bank is Connecticut’s largest independent bank. It man-
ages assets of more than $13 billion and a network of 144 branches and more than
200 ATMs. People’s Bank provides commercial, consumer, insurance, and investment
services, and operates a credit card business ranked 16th in the nation. Following its
strategy, it offers a wide range of innovative services and delivery channels so that it
can stay nimble and customer-friendly. In 1998, People’s Bank decided that its highly
heterogeneous IT architecture was limiting its flexibility and slowing its speed to mar-
ket. Instead, it sought an architecture that would allow it to tie together all of its serv-
ice delivery platforms—Web-based services, branch-based tellers, call center reps,
and telephone-based services—back to a common set of business rules. It needed
seamless links to its external partners for support of real-time data transfer. 

People’s Bank new four-tier architecture, implemented in phases, was up and
running by October 2000. As shown in Figure 6.1, the first (client) tier has a Web
browser front end. The second (server) tier uses an IBM Web application server.
The third tier of the architecture, performing transaction processing control, is built
around IBM middleware. Linking this tier with the bank’s heterogeneous legacy
and client/server systems (tier 4) is an IBM message-broker hub designed to sim-
plify the complexity of connections between applications. Seamless linkages to the
bank’s external data service providers are performed via TCP/IP sockets. 

In addition to gaining the ability to develop and introduce new services more
rapidly and at lower cost, this architectural solution lowered costs and improved the
efficiency of several operational areas including credit card call center operations.
In the credit card call center, for example, reps now access data through a single,
browser-based interface instead of through the bank’s earlier unwieldy combination
of interfaces. This approach resulted in cutting customer response times by an esti-
mated 30 percent, producing a comparable increase in customer satisfaction, min-
imizing the payment of per-transaction charges that it makes to the agencies, and
cutting training time in half. Given the high turnover typically prevalent within call
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centers, any reductions in training time and costs have a dramatic impact on over-
all call center costs. Further, moving from thick clients to a browser-based interface
lowered the bank’s desktop administration costs by more than $100,000 annually. 

So far, this text explored the organizational, tactical, and strategic importance of
IT. This chapter examines the mechanisms by which business strategy is transformed
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into tangible IT architecture and infrastructure. The terms architecture and infra-
structure are often used interchangeably in the context of IT. This chapter discusses
how the two differ and the role each plays in realizing a business strategy.

c FROM VISION TO IMPLEMENTATION

As shown in Figure 6.2, architecture translates strategy into infrastructure. Building
a house is similar: the owner has a vision of how the final product should look and
function. The owner must decide on a strategy about where to live—in an apart-
ment or in a house. The owner’s strategy also includes deciding how to live in the
house in terms of taking advantage of a beautiful view, having an open floor plan, or
planning for special interests by designing such special areas as a game room, study,
music room, or other amenities. The architect develops plans based on this vision.
These plans, or blueprints, provide a guide—unchangeable in some areas, but sub-
ject to interpretation in others—for the carpenters, plumbers, and electricians who
actually construct the house. Guided by past experience and by industry standards,
these builders select the materials and construction techniques best suited to the plan.
The plan helps them determine where to put the plumbing and wiring. When the
process works, the completed house fulfills its owner’s vision, even though he or she
did not participate in the actual construction. As finishing touches, the owner adds
window coverings, light fixtures, and furniture to make the new house livable. 

An IT architecture provides a blueprint for translating business strategy into
a plan for IS. An IT infrastructure is everything that supports the flow and pro-
cessing of information in an organization, including hardware, software, data, and
network components. It consists of components, chosen and assembled in a man-
ner that best suits the plan and therefore best enables the overarching business
strategy.2 Infrastructure in an organization is similar to the plumbing, wiring, and
furnishings in a house.
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The Manager’s Role

Even though he or she is not drawing up plans or pounding nails, the homeowner
in this example needs to know what to reasonably expect from the architect and
builders. The homeowner must know enough about architecture, specifically about
styling and layout, to work effectively with the architect who draws up the plans.
Similarly, the homeowner must know enough about construction details such as the
benefits of various types of siding, windows, and insulation to set reasonable expec-
tations for the builders.

Like the homeowner, the manager must understand what to expect from IT
architecture and infrastructure in order to be able to make full and realistic use of
them. The manager must effectively communicate his or her business vision to IT
architects and implementers, and, if necessary, modify the plans if IT cannot realis-
tically support them. For without the involvement of the manager, IT architects could
inadvertently make decisions that limit the manager’s business options in the future. 

For example, a sales manager for a large distribution company did not want to
partake in discussions about providing sales force automation systems for his group.
He felt that each individual salesperson could buy a laptop, if he or she wanted
one, and the IT group would be able to provide support. No architecture was
designed, and no long-range thought was given to how IT might support or inhibit
the sales group. Salespeople did buy laptops, and other personal organizing devices.
Soon, the IT group was unable to support all the different systems the salespeople
had, so they developed a set of standards for systems they would support, based
on the infrastructure they used elsewhere in the company. Again, the manager just
blindly accepted that decision, and salespeople with systems outside the standards
bought new systems. Then the sales manager wanted to change the way his group
managed sales leads. He approached the IT department for help, and in the dis-
cussions that ensued, he learned that earlier infrastructure decisions made by the
IT group now made it expensive to implement the new capability he wanted.
Involvement with earlier decisions and the ability to convey his vision of what the
sales group wanted to do might have resulted in an IT infrastructure that provided
a platform for the changes the manager now wanted to make. The IT group-built
infrastructure lacked an architecture that met the business objectives of the sales
and marketing management.

c THE LEAP FROM STRATEGY TO 
ARCHITECTURE TO INFRASTRUCTURE

The huge number of IT choices available, coupled with the incredible speed of tech-
nology advances, makes the manager’s task of designing an IT infrastructure seem
nearly impossible. However in this chapter, the task is broken down into two major
steps: first, translating strategy into architecture and, second, translating architec-
ture into infrastructure. This chapter describes a simple framework to help man-
agers sort IT issues. This framework stresses the need to consider business strategy
when defining an organization’s IT building blocks. Although this framework may
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not cover every possible architectural issue, it does highlight major issues associated
with effectively defining IT architecture and infrastructure. 

From Strategy to Architecture

The manager must start out with a strategy, and then use the strategy to develop
more specific goals, as shown in Figure 6.3. Then detailed business requirements
are derived from each goal. By outlining the overarching business strategy and then
fleshing out the business requirements associated with each goal, the manager can
provide the architect with a clear picture of what the IS must accomplish and the
governance arrangements needed to ensure its smooth development, implemen-
tation, and use. The governance arrangements specify who in the company retains
control of, and responsibility for, the IS. Preferably this is somebody at the top. Of
course the manager’s job is not finished here. He or she must work with the archi-
tect to translate these business requirements into a more detailed view of the sys-
tems requirements, standards, and processes that shape an IT architecture. This
more detailed view includes consideration of such things as data and process
demands, as well as security objectives. This process is depicted in Figure 6.4.

From Architecture to Infrastructure

The next step is to translate the architecture into infrastructure. This task entails
adding yet more detail to the architectural plan that emerged in the previous phase.
Now the detail comprises actual hardware, data, networking, and software. Details
extend to location of data and access procedures, location of firewalls, link speci-
fications, interconnection design, and so on. This phase is illustrated in Figure 6.5.

When we speak about infrastructure we are referring to more than the com-
ponents. Plumbing, electrical wiring, walls, and a roof do not make a house. Rather,
these components must be assembled according to the blueprint to create a struc-
ture in which people can live. Similarly, hardware, software, data, and networks
must be combined in a coherent pattern to have a viable infrastructure. This infra-
structure can be considered at several levels. At the most global level infrastruc-
ture may focus on the enterprise and refer to the infrastructure for the entire
organization. Infrastructure may also focus on the interorganizational level by lay-
ing the foundation for communicating with customers, suppliers, or other stake-
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holders across organizational boundaries. Sometimes infrastructure refers to those
components needed for an individual application. When considering the structure
of a particular application, it is important to consider databases and program com-
ponents, as well as the devices and operating environments on which they run. The
application-level infrastructure reflects decisions made at the enterprise level. The
following discussion relates to infrastructure and architecture at the enterprise level.

A Framework for the Translation

When developing a framework for transforming business strategy into architecture
and then into infrastructure these basic components should be considered:
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• Hardware: The physical components that handle computation, storage,
or transmission of data (e.g., personal computers, servers, mainframes,
hard drives, RAM, fiber-optic cabling, modems, and telephone lines).

• Software: The programs that run on hardware to enable work to be per-
formed (e.g., operating systems, databases, accounting packages, word
processors, and enterprise resource planning systems). Some software,
such as an operating system like Windows 2000 or XP, or Linux, provides
the platform on which other software, the applications, run. Applications,
on the other hand, are software that automate tasks such as storing data,
transferring files, creating documents, and calculating numbers.
Applications include generic software, such as word processors and
spreadsheets, and specific software, such as sales force automation sys-
tems, human resource management systems, payroll systems, and manu-
facturing management systems.

• Network: Software and hardware components, such as switches, hubs,
and routers, that create a path for communication and data sharing
according to a common protocol.

• Data: The electronic representation of the numbers and text upon
which the IT infrastructure must perform work. Here, the main con-
cern is the quantity and format of data, and how often it must be trans-
ferred from one piece of hardware to another or translated from one
format to another.

The framework that guides the analysis of these components is shown in Figure
6.6a. This framework is simplified to make the point that initially understanding
an organization’s infrastructure is not difficult. Understanding the technology
behind each component of the infrastructure and the technical requirements of the
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Component What Who Where

Hardware What hardware does Who manages it? Where is it 
the organization have? Who uses it? located? Where is 

Who owns it? it used?

Software What software does Who manages it? Where is it 
the organization have? Who uses it? located? Where is 

Who owns it? it used?

Network What networking does Who manages it? Where is it 
the organization have? Who uses it? located? Where is 

Who owns it? it used?

Data What data does the Who manages it? Where is it 
organization have? Who uses it? located? Where is 

Who owns it? it used?

FIGURE 6.6a Information systems analysis framework. 



architecture is a much more complex task. The main point is that the general man-
ager must begin with an overview that is complete and that delivers a big picture. 

This framework asks three types of questions that must be answered for each
infrastructure component: what, who, and where. The “what” questions are those
most commonly asked and that identify the specific type of technology. The “who”
questions seek to understand what individuals, groups, and departments are
involved. In most cases, the individual user is not the owner of the system nor even
the person who maintains it. In many cases, the systems are leased, not owned, by
the company, making the owner a party completely outside the organization. In
understanding the infrastructure, it is important to get a picture of the people
involved. The third set of questions address “where” issues. With the proliferation
of networks, many IS are designed and built with components in multiple locations,
often even crossing oceans. Learning about infrastructure means understanding
where everything is located. 

We can expand the use of this framework to also understand architecture. To
illustrate the connections between strategy and systems, the table in Figure 6.6b
has been populated with questions that typify those asked in addressing architec-
ture and infrastructure issues associated with each component.
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Component What Who Where

Architecture Infrastructure Architecture Infrastructure Architecture Infrastructure

Hardware Does What size hard Who knows Who will Does our Must we hire 

fulfillment drives do we the most operate architecture a server 

of our equip our thick about the server? require administrator 

strategy clients with? servers in centralized for the 

require thick our or  Tokyo office?

or thin organization? distributed

clients? servers?

Software Does Shall we go Who is Who will need Does our Does Oracle 

fulfillment with SAP or affected by SAP training? geographical provide the 

of our Oracle a move to organization multiple-

strategy Applications? SAP? require database 

require ERP multiple functionality 

software? database we need? 

instances?

Network What kind Will 10baseT Who needs a Who needs Does our Shall we lease

of bandwidth Ethernet connection an ISDN line WAN need a cable or 

do we need suffice? to the to his or her to span the use satellite?

to fulfill our network? home? Atlantic?

strategy?

Data Do our Which VAN Who needs Who needs Will Which storage 

vendors all provides all access to encryption backups be service shall 

use the the translation sensitive software? stored we select?

same EDI services we data? on-site or 

format? need? off-site?

FIGURE 6.6b Infrastructure and architecture analysis framework with sample questions.



The questions shown in Figure 6.6b are only representative of those to be
asked; the specific questions managers would ask about their organizations depend
on the business strategy the organizations is following. However, this framework
can help managers raise appropriate questions as they seek to translate business
strategy into architecture and ultimately into infrastructure in their organizations.
The answers derived with IT architects and implementers should provide a robust
picture of the IT environment.

An example of architecture popular in many organization is a client/server archi-
tecture. Client/server architecture is one in which one software program (the
client) requests and receives data and sometimes instructions from another software
program (the server) usually running on a separate computer. The hardware, soft-
ware, networking, and data are arranged in a way that distributes the functionality
between multiple small computers. This type of architecture contrasts with another
architecture, commonly called a “mainframe architecture.” A mainframe archi-
tecture employs a large central computer that handles all of the functionality of the
system. A manager must be aware of the trade-offs when considering architecture
decisions. For example, client/server architectures are more modular, allowing addi-
tional servers to be added with relative ease, and provide greater flexibility for adding
clients with specific functionality for specific users. Decentralized organizational gov-
ernance such as that associated with the networked organization structure (dis-
cussed in Chapter 3) is consistent with client/server architectures. In contrast, a
mainframe architecture is easier to manage in some ways because all functionality
is centralized in the main computer instead of distributed throughout all the clients
and servers. A mainframe architecture tends to be a better match in companies with
highly centralized governance, for example those with hierarchical or flat organi-
zation structures.

An example of a company making these trade-offs is Air Products and
Chemicals.3 The company’s two major data centers are located in the United Kingdom
and in Pennsylvania. When the business strategy of Air Products changed from man-
aging growth to managing cost containment and productivity, the managers decided
to transfer the processing of mainframe applications from the U.K. center to the United
States. While they were making this move, they also changed to a client/server archi-
tecture. The move was made to cut costs and, at the same time, encourage sharing of
applications to assist the business strategy of global consistency. To accomplish this
goal, the architecture was redesigned and included plans to use two large suboceanic
communication circuits to continue to support the business needs in Europe.
Client/server architecture was a difficult choice for Air Products to implement. As one
manager commented, “Running a global system with multiple national platforms and
choosing technologies from around the world introduces more problems still. Our old
methods of design and implementation for the mainframe just don’t apply anymore.” 

Figure 6.7 summarizes characteristics of mainframe, client/server, peer-to-peer,
and wireless (mobile) architectures. Recent technological advances make the peer-
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Definition

Flexibility

Controls

Mainframe

A computing  
environment in 
which a large, 
central computer 
handles all of the 
functionality of 
the system. It 
was popular in 
Eras I and II 
when centralized 
computing with 
dumb terminal 
was popular.

Older systems 
were often 
proprietary, 
making change 
difficult.

High in terms of 
policy and 
standardization; 
low user control.

Client/Server

Distributed 
computing 
environment in 
which one 
software 
program (the 
client) requests 
and receives data 
and sometimes 
instructions from 
another software 
program (the 
server) usually 
running on a 
separate 
computer. 
Popular in Era 
IV (the late 
1980s and 1990s) 
with the advent 
of networks of 
personal 
computers.

Good because of 
modularity of 
both clients and 
servers; open 
systems.

Low policy and 
standardization 
controls; 
moderate user 
control.

Peer-to-Peer

Architecture that  
allows networked 
computers to 
share resources 
without a central 
server playing a 
dominant role; 
Internet-based; 
became popular 
in Eras IV and V 
(the late 1990s).  

Good because of 
modularity at the 
peer level; open 
systems; 
promotes the 
sharing of spare 
computational 
power and files.

Based on 
TCP/IP; may use 
tunneling for 
communications; 
good 

user control.

Wireless 
(Mobile)

Environment 
maintaining a 
data connection 
from a remote 
network using a 
wireless 
technology. 
Relatively new 
(Era V), with 
standards still 
being defined.

Good because 
of ability to 
connect from 
many locations, 
but  service 
connects not 
available 
everywhere; not 
good for 
transmitting 
large amounts 
of data.

Multiple 
standards exist; 
good user 
control.

FIGURE 6.7 Characteristics of popular architectures.



to-peer and wireless or mobile architectures possible. These architectures do not
necessarily need to be the firm’s exclusive architecture. For example, a wireless archi-
tecture may operate separately or may be built upon a mainframe or client/server
backbone. Peer-to-peer architecture allows networked computers to share
resources without a central server playing a dominant role. Napster used a 
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Software

Scalability

Security

Mainframe

Large set of 
existing 
programs; may 
be a network 
server.

Limited to 
central 
computer, but 
increasing in 
newer 
mainframes.

Easiest to 
maintain due to 
centralization of 
the data and 
programs in the 
mainframe.

Client/Server

Software must 
be loaded onto 
client; software 
harder to 
maintain and 
more likely to 
fail than 
mainframe 
systems.

Good because of 
modularity.

Comparatively 
easy  because 
servers can be 
points of 
centralization 
that can be 
protected, but 
dispersion of 
them increases 
risk.

Peer-to-Peer

Eliminates 
distinction 
between roles of 
client and server; 
primarily used 
for sharing files 
and other 
resources, 
distributed 
computation, and 
collaboration.

Good; well-
suited for global 
systems; peers 
can be added to 
network without 
relying on central 
directory; may 
become 
overloaded and 
inefficient with 
large number of 
nodes that create 
heavy overhead 
message traffic.

Difficult because 
of wide 
distribution.

Wireless 
(Mobile)

Heavily 
reliant on 
middleware; 
peer-to-peer.

Very good.

Difficult 
because 
wireless 
network can 
be “tapped.”

FIGURE 6.7 (continued) Characteristics of popular architectures.



peer-to-peer architecture. Wireless (mobile) architectures allow communication
from remote locations using a variety of wireless technologies (e.g., fixed microwave
links, wireless LANs, data over cellular networks, wireless WANs, satellite links, dig-
ital dispatch networks, one-way and two-way paging networks, diffuse infrared, laser-
based communications, keyless car entry, and global positioning systems). 

Other Frameworks

Many companies apply even more complex frameworks than those described above
for developing an IT architecture and infrastructure. Two popular examples are the
Zachman Framework4 and TOGAF (The Open Group Architecture Framework).5

Both of these frameworks are built upon the concept of an Enterprise Architecture,
or the “blueprint” for all IS and their interrelationships in an enterprise. 

In addition to asking what, where, and who as we did above, the Zachman
Framework also asks how, when, and why. These six interrogatives are used to
determine architectural requirements by providing a broad view that helps guide
the analysis of the detailed one. Its perspectives range from the company’s scope
to its critical models and, finally, to very detailed representations of the data, pro-
grams, networks, security, and so on. The models it uses are the conceptual busi-
ness model, the logical system model, and the physical technical model. 

TOGAF is an open architecture that has been developing and continuously
evolving since the mid-90s. It seeks to provide a practical, standardized method-
ology (called Architecture Development Methodology) to successfully implement
an Enterprise Architecture into a company. The architect implements the
Enterprise Architecture by setting up the foundation architecture, which is com-
posed of services, functions, and standards. Subsets of the Enterprise Architecture
are the business, data, application, and technology architectures. Like the frame-
work in this book, both the Zachman Framework and TOGAF are designed to
translate strategy into architecture and then into a detailed infrastructure.

c OTHER MANAGERIAL CONSIDERATIONS

The framework guides the manager toward the design and implementation of an
appropriate infrastructure. Next, this chapter explores managerial issues that arise
with regard to both architecture and infrastructure. These issues involve the exist-
ing architecture, time-based concerns, financial analysis, and technical concerns.

Understanding Existing Architecture

At the beginning of any project, the first step is to assess the current situation.
Understanding existing IT architecture allows the manager to evaluate the IT require-
ments of an evolving business strategy against current IT capacity. The architecture,
rather than the infrastructure, is the basis for this evaluation because the specific tech-
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nologies used to build the infrastructure are chosen based on the overall plan, or archi-
tecture. As previously discussed, it is these architectural plans that support the busi-
ness strategy. Assuming some overlap is found, the manager can then evaluate the
associated infrastructure and the degree to which it can be utilized going forward.

Relevant questions for managers to ask include the following:

• What IT architecture is already in place? 

• Is the company developing the IT architecture from scratch? 

• Is the company replacing an existing architecture? 

• Does the company need to work within the confines of an existing
architecture?

• Is the company expanding an existing architecture? 

Starting from scratch allows the most flexibility in determining how architec-
ture will enable a new business strategy, and a clean architectural slate generally
translates into a clean infrastructure slate. However, it can be a challenge to plan
effectively even when starting from scratch. For example, in a resource-starved start-
up environment, it is far too easy to let effective IT planning fall by the wayside.
Sometimes, the problem is less a shortcoming in IT management and more one of
poorly devised business strategy. A strong business strategy is a prerequisite for IT
architecture design, which is in turn a prerequisite for infrastructure design.

Of course, managers seldom enjoy the relative luxury of starting with a clean
IT slate. More often, they must deal in some way with an existing architecture
and infrastructure. In this case, they encounter both opportunity—to leverage
the existing architecture and infrastructure and their attendant human resource
experience pool—and the challenge of overcoming or working within the old sys-
tem’s shortcomings. By implementing the following steps, managers can derive
the most value and suffer the least pain when working with legacy architectures
and infrastructures:

1. Objectively analyze the existing architecture and infrastructure.
Remember, architecture and infrastructure are separate entities; managers
must assess the capability, capacity, reliability, and expandability of each.

2. Objectively analyze the strategy served by the existing architecture.
What were the strategic goals it was designed to attain? To what extent
do those goals align with current strategic goals?

3. Objectively analyze the ability of the existing architecture and infrastruc-
ture to further the current strategic goals. In what areas is alignment
present? What parts of the existing architecture or infrastructure must
be modified? Replaced?

Whether managers are facing a fresh start or an existing architecture, they
must ensure that the architecture will satisfy their strategic requirements, and
that the associated infrastructure is modern and efficient. The following sec-
tions will help managers assess the capabilities most important to their system
architectures.
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Distinguishing Current vs. Future Requirements

Defining an IT architecture that fulfills an organization’s needs today is relatively
simple; the problem is, by the time it is installed, those needs change. The primary
reason to base an architecture on an organization’s strategic goals is to allow for
inevitable future changes—changes in the business environment, organization, IT
requirements, and technology itself. Considering future impacts should include an
analysis of the strategic time frame, technological advances, and financial constraints.

Strategic Time Frame

Understanding the life span of an IT infrastructure and architecture is critical. How
far into the future does the strategy extend? How long can the architecture and its
associated infrastructure fulfill strategic goals? What issues could arise and change
these assumptions?

Answers to these questions vary widely from industry to industry. Strategic time
frames depend on industry-wide factors such as level of commitment to fixed
resources, maturity of the industry, cyclicality, and barriers to entry. As discussed
in Chapter 1, hypercompetition has increased the pace of change to the point that
requires any strategic decision be viewed as temporary. 

Architectural longevity depends not only on the strategic planning horizon, but
on the nature of a manager’s reliance on IT, and on the specific rate of advances
affecting the information technologies on which he or she depends.
Hypercompetition implies that any architecture must be designed with maximum
flexibility and scalability to ensure it can handle the imminent business changes.
Imagine the planning horizon for a dot-com company in an industry in which
Internet technologies and applications are changing daily, if not more often.

Although all industries must address the rapid progress of IT, those facing evo-
lutionary change work with more predictable planning horizons than those facing
the potential emergence of a “killer app.”6 The steel industry provides a good exam-
ple of the former situation. A steel producer can safely design an IT architecture to
improve such back-office functions as inventory management, logistics, human
resource management, and even production control. The infrastructure components
associated with such an architecture are relatively easy to expand over time as busi-
ness needs change. However, because the product, in this case steel, requires a phys-
ical production and delivery infrastructure, it is highly unlikely that IT will radically
change the face of competition in this industry over the next several years. The steel
producer’s strategic planning time frame for IT investments is therefore longer and
more predictable than for a business in a more information-intensive industry.

Publishers of reference books provide a good example of an information-inten-
sive industry facing radical IT changes. Consider the case of Encyclopaedia
Britannica. Until the early 1990s, Britannica’s intellectual content, brand, and
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aggressive sales and marketing efforts yielded the best reputation in the industry
and brisk sales. Its IT architecture and infrastructure supported these traditional
strengths, but its strategy failed to recognize the threat posed by emerging tech-
nologies until Microsoft placed low-end competitor Funk & Wagnalls’ product on
a CD, added some public domain clip art, called it “Encarta,” and virtually started
giving it away. Suddenly, a product viewed by Britannica management as more a
toy than a serious reference tool began devastating Encyclopaedia Britannica’s sales.
Rather than rethink its business strategy, Britannica simply modified its IT infra-
structure to introduce a CD version as a supplement, and not a replacement, to its
printed volumes. Even though a CD version could be reproduced at considerably
less expense and in less time than the paper version, Britannica hesitated chang-
ing over to CD because of the negative impact it would have on the commissions
of the highly skilled sales force who served as the backbone of its previous mar-
keting efforts. Britannica did not consider changing any organizational systems. Nor
did it shrink its long planning horizons to respond to a rapidly changing techno-
logical environment. The result was a continued decline in sales.7 Britannica’s expe-
rience is a lesson for managers in information-related businesses: set shorter
planning horizons and prepare to adapt to unexpected changes.

Technological Advances

A manager may think of technological advances as primarily affecting IT infra-
structure, but the architecture must be able to support any such advance. Can
the architecture adapt to emerging technologies? Can a manager delay the
implementation of certain components until he or she can evaluate the poten-
tial of new technologies? 

At a minimum, the architecture should be able to handle expected techno-
logical advances, such as growth rates in storage capacity and computing power.
An exceptional architecture also has the capacity to absorb unexpected techno-
logical leaps. Both hardware and software should be considered when promoting
adaptability. For example, service-oriented architecture (SOA) is an architec-
tural approach that defines a service or an interface such as “an invoice” as a
reusable piece of software that can be invoked by other applications and combined
in a loosely coupled manner to adapt to changing business processes.

The following are guidelines for planning adaptable IT architecture and infra-
structure. At this point, these two terms are used together, because in most IT
planning they are discussed together. These guidelines are derived from work by
Meta Group.8

• Plan for applications and systems that are independent and loosely coupled
rather than monolithic. This approach allows managers to modify or replace
only those applications affected by a change in the state of technology.
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• Set clear boundaries between infrastructure components. If one compo-
nent changes, others are minimally affected, or if effects are unavoid-
able, the impact is easily identifiable and quantifiable.

• When designing a network architecture, provide access to all users when
it makes sense to do so (i.e., when security concerns allow it). A robust
and consistent network architecture simplifies training and knowledge
sharing, and provides some resource redundancy. An example is an
architecture that allows employees to use a different server or printer if
their local one goes down. 

Note that requirements concerning reliability may mitigate the need for tech-
nological adaptability under certain circumstances. If the architecture requires high
reliability, a manager seldom is tempted by bleeding-edge technologies. The com-
petitive advantage offered by bleeding-edge technologies is often eroded by down-
time and problems resulting from pioneering efforts with the technology. For
example, despite Microsoft’s virtual monopoly in providing PC operating systems,
its Web server runs on only 20 percent of sites; the Linux-based Apache server dom-
inates this reliability-sensitive market with nearly 70 percent of Web sites.9

Assessing Financial Issues

Like any business investment, IT infrastructure components should be evaluated
based on their expected financial value. Unfortunately, payback from IT invest-
ments is often difficult to quantify; it can come in the form of increased produc-
tivity, increased interoperability with business partners, improved service for
customers, or yet more abstract improvements. For this reason, the Gartner Group
suggests focusing on how IT investments enable business objectives rather than on
their quantitative returns.10

Still, some effort can and should be made to quantify the return on infra-
structure investments. This effort can be simplified if a manager works through the
following steps with the IT staff.

1. Quantify costs. The easy part is costing out the proposed infrastructure
components and estimating the total investment necessary. Don’t forget
to include installation and training costs in the total.

2. Determine the anticipated life cycles of system components.
Experienced IT staff or consultants can help establish life cycle trends
both for a company and an industry in order to estimate the useful life
of various systems.

3. Quantify benefits. The hard part is getting input from all affected user
groups, as well as the IT group—which presumably knows most about
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the equipment’s capabilities. If possible, form a team with representa-
tives from each of these groups and work together to identify all poten-
tial areas in which the new IT system may bring value. 

4. Quantify risks. Work with the IT staff to identify cost trends in the
equipment the company proposes to acquire. Also, assess any risk that
might be attributable to delaying acquisition, as opposed to paying more
to get the latest technology now.

5. Consider ongoing dollar costs and benefits. Examine how the new equip-
ment affects maintenance and upgrade costs associated with the current
infrastructure.

Once this analysis is complete, the manager can calculate the company’s pre-
ferred discounted cash flow (i.e., net present value or internal rate of return com-
putation) and payback horizon. It is unlikely that the manager can fully quantify
all costs and benefits associated with new equipment; therefore, the results of this
analysis should form only one component of the decision whether to invest. Though
he or she may not be able to put a dollar value on it, the manager needs to give
significant qualitative weight to any assessment of the company’s ability to achieve
its strategic goals without the proposed IT investment. Approaches to evaluating
IT investments are discussed in greater detail in Chapter 10.

Assessing Technical Issues

A large number of technical issues should also be considered when selecting an
architecture or infrastructure. A frequently used criterion is scalability. To be scal-
able refers to how well an infrastructure component can adapt to increased, or in
some cases decreased, demands. A scalable network system, for instance, could start
with just a few nodes but could easily be expanded to include thousands of nodes.
Scalability is an important technical feature because it means that an investment
can be made in an infrastructure or architecture with confidence that the firm will
not outgrow it. 

What is the company’s projected growth? What must the architecture do to sup-
port it? How will it respond if the company greatly exceeds its growth goals? What if
the projected growth never materializes? These questions help define scalability needs.

Consider a case in which growth requirements were poorly anticipated. Several
years ago, financial analysis done by American Online (AOL) management con-
vinced them to change their pricing scheme from pay-as-you-surf to a flat fee.
However, they failed to consider adequately the impact on the IT infrastructure.11

The change vastly overloaded the infrastructure, causing lengthy service interrup-
tions for all customers. It’s unlikely that AOL would have had to do any serious sys-
tems redesign to respond to the increase in demand; it simply needed to increase
its infrastructure capacity. Ultimately, this planning failure cost AOL millions in IT
investments and even more in defending its image, which suffered severe negative
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word of mouth from the poor service that resulted. AOL’s plight underscores the
importance of analyzing the impact of strategic business decisions on IT architec-
ture and infrastructure, and at least ensuring a contingency plan exists for poten-
tial unexpected effects of a strategy change. 

Another important feature deals with commonly used standards. Hardware and
software that uses a common standard, as opposed to a proprietary approach, are
easier to plug into an existing or future infrastructure or architecture because inter-
faces often accompany the standard. For example, many companies use Microsoft
Office software, making it an almost de facto standard. Therefore a number of addi-
tional packages come with translators to the systems in the Office suite to make it
easy to move data between systems.

How easy is the infrastructure to maintain? Are replacement parts available?
Is service available? Maintainability is a key technical consideration, because the
complexity of these systems increases the number of things that can go wrong, need
fixing, or simply need replacing. In addition to availability of parts and service peo-
ple, maintenance considerations include issues such as the length of time the sys-
tem might be out of commission for maintenance, how expensive and how local
the parts are, and obsolescence. Should a technology become obsolete, costs sky-
rocket for parts and expertise.

A further consideration is whether the IT staff possesses the skills to use
the infrastructure components that are selected. If it is important to use an
innovative new hardware or software, IT staff can be trained, development may
be outsourced, or consultants can be brought in. However each alternative
comes with an additional cost. For example, incorporating a wireless network
into an otherwise wire-based network would mean additional training costs for
the network administration and maintenance staff, whereas growing the net-
work with additional land-based network components would not incur the same
training costs.

Differentiating Between Architecture and Infrastructure

Figure 6.8 shows the extent to which current and future requirements, associated
financial issues, and technical criteria can be used to evaluate architecture and
infrastructure. All seven criteria are important for decisions about architecture.
However, issues regarding the infrastructure, the components chosen to imple-
ment the architecture, are primarily about technological advances, growth require-
ments, financial considerations, scalability, standardization, maintainability, and
compatibility with IT staff skills. The strategic time frame is an issue that is decided
before the infrastructure discussion begins. The example in the following section
demonstrates the steps that must be taken to derive these components.

c FROM STRATEGY TO ARCHITECTURE TO 
INFRASTRUCTURE: AN EXAMPLE

This section considers a simple example to illustrate the application of concepts from
preceding sections. The case discussed is BluntCo, a fictitious maker of cigar clippers.
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Step 1: Define the Strategic Goals

The managers at BluntCo recognize the increasing popularity of cigars; in fact, they
can hardly keep up with demand for their clippers. At the same time, however,
BluntCo’s president, Tres Smokur, is concerned that cigar mania may end. Smokur
wants to ensure that BluntCo can respond to sudden changes in demand for clip-
pers. Along with the board of directors, Smokur sets BluntCo’s strategic goals:

• To lower costs by outsourcing clipper manufacturing

• To lower costs by outsourcing clipper distribution

• To improve market responsiveness by outsourcing clipper manufacturing

• To improve market responsiveness by outsourcing clipper distribution

Step 2: Translate Strategic Goals to Business Requirements 

To keep things simple, consider more closely only one of BluntCo’s strategic goals:
To lower costs by outsourcing clipper manufacturing. How can BluntCo’s archi-
tecture enable this goal? Its business requirements must reflect the following key
interfaces to the new manufacturing partners:

• Sales to manufacturing partners: Send forecasts, confirm orders received.

• Manufacturing partner to sales: Send capacity, confirm orders shipped.

• Manufacturing partner to accounting: Confirm orders shipped, elec-
tronic invoices, various inventory levels, returns.

• Accounting to manufacturing partner: Transfer funds for orders fulfilled.

Step 3: Apply Strategy-Architecture-Infrastructure Framework

In order to support the business requirements, an architecture needs to be estab-
lished. One of the major components of the architecture deals with how to obtain,
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Applicability

Criteria Architecture Infrastructure

Strategic time frame Very applicable Not applicable

Technological advances Very applicable Somewhat applicable

Assessing financial issues Somewhat applicable Very applicable
Net present value
Payback analysis
Incidental investments

Growth requirements/scalability Very applicable Very applicable

Standardization Very applicable Very applicable

Maintainability Very applicable Very applicable

Staff experience Very applicable Very applicable

FIGURE 6.8 Applicability of evaluation criteria to discussion of architecture 
and infrastructure.



store, and use data to support those business requirements. The database can
be designed to provide the sales data to support sales applications such as send-
ing forecasts and confirming orders received. The database can also be designed
to support manufacturing applications that confirm orders shipped, manage
inventory, and estimate capacity. The database also needs to be designed to sup-
port accounting applications for invoicing, handling returns, and transferring
funds.

Step 4: Translate Architecture to Infrastructure 

With the architecture goals in hand, apply the framework presented in the first sec-
tion of this chapter to build the infrastructure. Figure 6.9 lists questions raised when
applying the framework to BluntCo’s architecture goals and related infrastructure.
Note that not all questions apply in a given situation. Figure 6.10 lists possible infra-
structure components.

Only a few questions that the framework could lead BluntCo to ask are pro-
vided; a comprehensive, detailed treatment of this situation would require more
information than we can contrive in a simple example. 

Step 5: Evaluate Additional Issues

The last task is to weigh the managerial considerations outlined in the second sec-
tion of this chapter. Weigh them against the same architectural goals outlined in
step 2. Figure 6.11 shows how these considerations apply to BluntCo’s situation.

Again, note that not every issue in the evaluation criteria was addressed for
BluntCo, but this example shows a broad sampling of the kinds of issues that
will arise.

c FOOD FOR THOUGHT: BUSINESS CONTINUITY PLANNING

The terrorist attacks on New York City and Washington DC on 9/11 put a whole
new complexion on planning for disaster. Companies realized that their whole
company could be brought down by events they could not control. Disaster is
broadly defined as a sudden, unplanned calamitous event that makes it difficult
for the firm to provide critical business functions for some period of time and
results in great damage or loss. To counter terrorist attacks, hurricanes, torna-
does, floods, or countless other disasters, firms are realizing more than ever the
importance of business continuity planning (BCP). In the face of such man-made
and natural disasters, businesses not only must recover, but they must also sur-
vive. The chances of surviving can be improved with BCP. Further, BCP allows
a company to respond to events that may hurt its business without the company
directly experiencing a disaster. For example, the BCP should outline how the
company would bill its customers if the U.S. Postal Service were to be shut down,
or how the company would respond in a situation where its primary and redun-
dant Internet backbone cables were simultaneously cut because they run
together over the same interstate overpass.
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A business continuity plan is an approved set of preparations and sufficient
procedures for responding to a variety of disaster events. It requires careful and
thoughtful preparation. The Disaster Recovery Institute International (DRII)
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Component What Who Where

Architecture Infrastructure Architecture Infrastructure Architecture Infrastructure

Hardware What kind Will BluntCo’s NA Who is Where does Which hard-
of supple- current dual- responsible responsi- ware compo-
mental CPU NT for setting up bility for nents will
server servers handle necessary owning and need to be
capacity the capacity, or hardware at maintaining replaced or
will the will the partner site? EDI modified to
new EDI company have hardware connect to
transactions to add fall within new EDI
require? additional BluntCo? hardware?

CPUs and/or 
disks?

Software What parts Will BluntCo’s Who knows Who will do NA Where will 
of BluntCo’s current Access the current any new SQL software 
software database inter- software coding patches be 
architecture face adequate- architecture required to required to 
will the new ly with new well enough accommodate achieve com-
architecture EDI software? to manage new software? patibility with 
affect? the EDI changes result-

enhance- ing from new 
ments? software com-

ponents?

Network What is the High volume Who is NA Where will Where will 
anticipated may require responsible security BluntCo 
volume of leased lines for additional concerns house new 
transactions to carry networking arise in networking 
between transaction expense BluntCo’s hardware 
BluntCo and data; dial-up incurred by current required for 
its manufac- connections partners due network EDI?
turing may suffice to increased architecture?
partners? for low volume. demands of 

EDI 
architecture?

Data Will data Which formats Who will be Who will be Where does Does the new 
formats must BluntCo responsible responsible for the current architecture 
supporting translate? for using backing up architecture require
the new archi- sales data to additional data contain BluntCo to 
tecture be project resulting from potential switch from its 
compatible future new bottlenecks current
with Blunt- volumes to architecture? given changes 10Base-T 
Co’s existing report to anticipated in Ethernet to 
formats? manufacturing data flows? 100Base-T?

partner?

FIGURE 6.9 Framework application.
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Hardware

3 servers:

• manufacturing

• sales

• accounting

Storage systems

Software

ERP system with 
modules for:

• manufacturing 

• sales 

• accounting 

• inventory

Enterprise 
application 
integration (EAI) 
software

Network

Cable modem to 
ISP

Dial-up lines for 
backup

Routers

Hubs

Switches

Firewalls

Data

Database:

• sales

• manufacturing

• accounting

FIGURE 6.10 BluntCo’s infrastructure components.

defines three major stages of BCP: pre-planning, planning, and post-planning.12 In
the pre-planning phase, management’s responsibility is defined, possible risks are
evaluated, and a business impact analysis is performed. 

In the planning stage, alternative business recovery operating strategies are
determined. Business recovery operating strategies deal with how to recover busi-
ness and IT within the recovery time objective while still maintaining the company’s
critical functions. Off-site storage and alternate recovery sites are prepared or busi-
ness continuity vendors are selected. An important part of the BCP planning stage
is to develop emergency response procedures designed to prevent or limit injury
to personnel on site, damage to structures and equipment, and the degradation of
vital business functions. These procedures must be kept up-to-date. The final activ-
ity in the planning stage is to implement the plan by publishing it and gaining top-
management approval for the plan.

The third stage of BCP is to make employees familiar with the plan through
awareness and training programs. Regular exercises to test and evaluate the plan
should be conducted. Finally, the BCP should be discussed with public authori-
ties, and public relations and crisis communications should be mapped out.

BCP is designed to respond to threats. In preparing a BCP it is important to
remember that the biggest threat may come not from terrorist attacks or natural
disasters, but from disgruntled or dishonest employees. Companies need to screen
their employees carefully, create a culture of loyalty to inhibit the internal threats,
and develop systems that help promote security. 

The tremendous loss of human capital in the collapse of the World Trade Center
in New York City on 9/11 highlighted the problem of keeping all of a company’s tal-
ent in one location. Decentralizing operations, flextime, and telecommuting are ways

12 “Business Continuity Planning Review,” DRI International Professional Development Program,
DRP 501.
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Criteria

Strategic time frame

Technology advances

Financial issues: 

     NPV of investment

     Payback analysis

     Incidental investments

Growth requirements/ 
scalability

Standardization

Maintainability

Staff experience

Architecture

Indefinite: Smokur’s strategic goal 
is to be able to respond to 
fluctuations in market demand.

EDI technology is fairly stable 
though the impact of Internet-
EDI, XML, and VPNs on EDI 
transactions needs to be assessed, 
especially with smaller suppliers 
and customers.   

NA—In this limited case, NPV 
analysis applies only to 
infrastructure.

BluntCo expects the new 
architecture to pay for itself within 
three years.

The new architecture represents a 
radical shift in the way BluntCo 
does business and will require 
extensive training and work force 
adjustment.

Outsourcing should provide more 
scalability than BluntCo’s current 
model, which is constrained by 
assembly line capacity.  Both 
primary and secondary vendors will 
be identified to provide scalability 
of volume.

NA

The new architecture raises some 
maintenance issues, but also 
eliminates those associated with in-
house manufacturing.

The new model will displace some 
current employees. The cost and 
effect on morale needs to be 
analyzed.

Infrastructure

NA

NA

BluntCO will analyze NPV of 
various hardware and software 
solutions and ongoing costs before 
investing.

Various options will be evaluated 
using conservative sales growth 
projections to see how they match 
the three-year goal.

Training costs for each option will 
be analyzed. Redeployment costs 
for employees displaced by the 
outsourcing must also be 
considered.

The scalability required of various 
new hardware and software 
components is not significant, but 
options will be evaluated based on 
their ability to meet scalability 
requirements.

BluntCo will adopt the ANSI X12 
EDI standard, and make it a 
requirement of all manufacturing 
partners.

Various options will be evaluated 
for their maintenance and repair 
costs.

Current staff is not familiar with 
EDI.  Training and work force 
adjustment will be needed.  Some 
new staff will be hired.

FIGURE 6.11 BluntCo’s managerial considerations.



of dispersing a company’s human assets. Similarly, critical technology systems, pro-
prietary computer codes, and other core business assets may need to be distributed. 

c SUMMARY

• Strategy drives architecture, which drives infrastructure. Strategic business goals
dictate IT architecture requirements. These requirements provide an extensible
blueprint suggesting which infrastructure components will best facilitate the real-
ization of the strategic goals. 

• The manager’s role is to understand how to plan IT in order to realize business
goals. With this knowledge, he or she can facilitate the process of translating busi-
ness goals to IT architecture and then modify the selection of infrastructure com-
ponents as necessary.

• Use a logical framework to guide the translation from business strategy to IS design.
This translation can be simplified by categorizing components into broad classes (hard-
ware, software, network, data), which make up both IT architecture and infrastructure.

• While translating strategy into architecture and then infrastructure, it is important
to know the state of any existing architecture and infrastructure, to weigh current
against future architectural requirements, and to analyze the financial conse-
quences of the various systems options under consideration. Monitor the perform-
ance of the systems on an ongoing basis. 

• A business continuity plan is an approved set of preparations and sufficient proce-
dures for responding to a disaster event. It is important to carefully step through
the development of a plan that is well-communicated throughout the organization
and that is frequently tested to ensure that all employees are familiar with it.

• As IT becomes more crucial to creating and sustaining competitive advantage, so
does the need for managers to effectively translate business strategy into IT infra-
structure. The frameworks and examples presented in this chapter can help facili-
tate that translation.

c KEY TERMS

c DISCUSSION QUESTIONS

1. Think about a company you know well. What would be an example of IT architecture at
that company? An example of the IT infrastructure?

2. What, in your opinion, is the difference between a client/server architecture and a main-

architecture 
(p. 135)

business continuity 
plan (p. 153)

client (p. 141)
client/server architecture

(p. 141)
infrastructure (p. 135)

mainframe architecture
(p. 141)

peer-to-peer architecture
(p. 143)

scalable 
(p. 149)

server (p. 141)
service-oriented 

architecture (SOA) 
(p. 147)

TOGAF (p. 144)
wireless (mobile) 

architectures 
(p. 144)

Zachman Framework 
(p. 144)
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frame architecture? What is an example of a business decision that would be affected by the
choice of the architecture?

3. How does the Internet affect an organization’s architecture?

4. Saab Cars USA, with its network of 212 dealerships and 30 service centers, dedicated itself
to providing its customers a level of service reflective of the high quality of its cars. To improve
productivity and reduce costs, Saab wanted to facilitate dealer access to corporate informa-
tion and applications through the Internet using Web browsers. Saab knew it needed to lever-
age both its legacy hardware and code to make it a cost-effective e-business initiative. It
outsourced to IBM Global Services to build its Intranet Retailer Information System (IRIS).
IRIS is written in Java, using IBM DB2 Universal Database running on Saab’s existing IBM
AS/400 server. Lotus Domino is the middleware that leverages the existing infrastructure.
Using a standard Web browser, any authorized employee at a Saab dealership or service cen-
ter in the United States has access to enterprise applications stored on the AS/400 server at
the Saab U.S. headquarters. The applications make use of a consolidated repository of vehi-
cle, customer, warranty, sales, and service information stored in DB2 Universal Database. Says
Director of IS, Jerry Rode, “DB2 Universal Database has demonstrated incredible scalabil-
ity and reliability as the data management solution for our IRIS system.” Lotus Domino, resid-
ing in another logical partition on the AS/400 server, is the middleware that mediates between
the back-end applications and the front-end Web interface. For example, if a customer walks
in and asks for a black model 9-3 Saab with a tan leather interior, a sales associate logs into
the IRIS menu created by Domino and initiates a search. Domino queries DB2 by location,
model, and color and puts the results of the query into an HTML form for the dealer. Upon
locating the customer’s vehicle, that dealer clicks to another vehicle distribution application
and orders the car to be brought on site.13

a. Use this case to describe how Saab went from vision to infrastructure.

b. What criteria did Saab use in selecting its infrastructure? 

CASE STUDY 6-1

BUSH INTERCONTINENTAL AIRPORT IN HOUSTON

Airplane travel is smooth when airports run smoothly, and for an airport to run smoothly,
effective IS are critical. A successful operation of the network of IS at an airport is not only
a source of personal pride for the airport personnel, but can become a determining factor
in an airline’s decisions about where to expand its services. It can also directly affect both
the bottom line of the airport budget as well as the entire economic success of the region
in which the airport operates. The systems at the Houston Intercontinental Airport (IAH)
illustrate this notion. Consider the following scenario:

A Chicago businessperson returns from Mexico City. His plane touches down 20 minutes early
for a layover in Houston and is able to taxi directly to a waiting gate. The businessperson
deplanes, quickly passes through Immigration, retrieves baggage, and completes Customs with
no problems. The passenger checks the video display in the airport to confirm connecting flight
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information, and learns 45 minutes remain until boarding time, leaving time for him to make a
call to the office, have a snack at the food court, visit the restroom, and get to the gate in time
to upgrade his seat. The passenger then boards his flight, handing the gate attendant his elec-
tronic boarding pass, which is scanned through the computer at the door of the jetway, con-
firming that the passenger is cleared to board the plane for the next leg of his trip. In this
case, various airport systems precleared passengers through Immigration, tracked the early
arrival of the plane and made sure personnel were ready to unload the baggage and assist at
the baggage carousel, gathered departure information from 20 separate airlines to display for
easy viewing, and provided fast, reliable fiber-optic connections to let attendants check records
on the spot. 

Behind the scene at IAH, the ninth busiest international airport in the United States,
is a large, complex information system. Standard airport business applications such as
budgeting, records management, rates and charges, warehouse inventory, and purchasing
are used by airport personnel. In addition, the airport requires automated systems for man-
aging flight information, security access control, ground transportation, paging/informa-
tion, airfield lighting, radio and facility maintenance, vehicle maintenance, parking,
concession tracking, and a wide range of planning, design, and construction tasks. The
parking business alone is a $22 million operation, and in 1999 was outsourced to Amoco
Parking. The City of Houston owns and operates the airport through their Department
of Aviation (DOA). 

The airport consists of four terminals—A, B, C, and IAB, which stands for the Mickey
Leland International Airlines Building—for passenger travel. Terminals A and B were built
in 1969, C in 1981, and IAB in 1990, resulting in a mix of information technologies to be
managed by the Aviation MIS department (AMIS). Even though IAB had the newest tech-
nology available, terminals A, B, and C handled the bulk of the traffic and revenue gener-
ated by the airport. Terminal C and most of terminal B are leased to Continental Airlines,
and they handle 75 percent of all the traffic that passes through the airport. The infrastruc-
ture needed to manage this airport must include both old and new technologies. This mix-
ture presents challenges, but it also helps keep innovation in perspective because the airport
just needs to make sure things work, rather than be on the leading edge of innovations.

Multiple stand-alone systems used at the airport include a series of LANs and worksta-
tions. Four servers support more than 150 terminals or personal computers at IAH. The
DOA itself manages eight LANs supporting 455 personal computers and 12 servers. Four
Stratus minicomputers also support airport operations. Two of the Stratus systems run IAH’s
most crucial safety and scheduling systems, and are therefore kept in a secure, air-condi-
tioned room in one of the older terminals. A mainframe computer located in downtown
Houston is connected to the DOA network. In addition, each individual airline that leases
space from the DOA has installed its own terminals for its own business.

The network at the airport is primarily fiber optic, with T-1 lines connecting the
Ethernet-based LANs at each airport to create a citywide WAN. A noncollapsible fiber ring
around the city of Houston connects all the airports to the administration building. It is
noncollapsible because the architecture of the network is such that if one link fails, the
entire network itself does not collapse. This improvement program will install OC3 serv-
ice, the equivalent of 100 T-1 lines, as the backbone of the network. And the network itself
is leased from the local telephone company, Southwestern Bell Telephone.

Software on the PCs includes standard business applications as well as specialized appli-
cations like those previously described. The Microsoft Office suite, including Word, Excel,
and Access, is used. All the computers run an e-mail, calendaring, and scheduling program
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in Microsoft Outlook, which runs on an Exchange server. The system works well for them
because everyone throughout the organization uses it to schedule every meeting and appoint-
ment. More than 220 custom programs developed by the Applications Development staff
are used. Programming is primarily done in the FoxBase development language, which builds
applications to run on the database management program. Applications built for diverse sit-
uations include emergency preparedness, event tracking, monthly fuel delivery reports, and
taxicab trip logs. 

Managing flight data at the airport is an interesting task. Airlines provide their own flight
information. All airlines, except Continental, use the airport-provided terminals and data for
flight arrivals and departures. Continental operates its own systems for displaying that infor-
mation to passengers. Therefore, terminals A and IAH display multiple airline schedules,
while those in B and C only display Continental flights.

Discussion Questions

1. What are the key components of the IS infrastructure at IAH? 

2. Consider the software applications in this architecture. Which do you think are running
on the local PCs and which are running on the servers or mainframes in the network?

3. What are the advantages and disadvantages to the DOA of leasing the networking
from Southwestern Bell?

Source: Some of this material was adapted from “Airport ’95,” CIO Magazine (September 1, 1995), 
available at www.cio.com/archive/rc_gv_air1_content.html. The rest is from conversations with Frank
Haley, chief resource officer for the Houston Airport System (December 2, 1999).

CASE STUDY 6-2

JOHNSON & JOHNSON ENTERPRISE IT ARCHITECTURE

In 1995, Johnson & Johnson (J&J), a large pharmaceutical, health care, and medical
devices firm, wanted to offer its key customers a single point of contact.  This was a real
challenge for the decentralized company with 150 companies that generated operating rev-
enues of $15 billion. Internal and external analysts attributed the company’s previous suc-
cess to an autonomous management structure that held managers accountable for the
financial results of their independent operating companies. The focus of these managers was
on making their operating companies run as efficiently as possible, and not on making the
customer’s life easier. J&J’s customers had to take it upon themselves to deal with multiple
invoices, multiple sales calls, and multiple contracts with the operating companies.

Presenting a single face to the customer translated into massive IT changes. The IT sup-
port had been developed around the decentralized operating units. To change IT’s focus from
the operating unit to the global customer entailed major technology changes. It also meant
that everyone in the firm now needed to think about IT in terms of the corporate level as
well as the operating level.

J&J realized that it needed to realign IT with its new corporate strategy. J&J began by
training its IT staff about the need for integrated systems and common standards. The early
groups who went for training found this thinking quite foreign to the operating company
environment to which they had become accustomed. The later groups, though, needed lit-
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tle convincing about the value of standards, which became obvious with the implementa-
tion of a single global network and desktop configuration. 

Before 1995, IT initiatives had been funded by the operating units. However, with the
new one-face-to-the-customer strategy, J&J found it necessary to provide corporate fund-
ing for the costs of establishing an IT infrastructure to fit its strategy. This funding strategy
stimulated standardization and helped management learn how to assess corporate-wide IT
investments.

J&J has continued to evolve its enterprise IT architecture. It did not dismantle the oper-
ating companies. Rather, its strategic objectives fostered the operating companies while lever-
aging cross-company IT capabilities where appropriate. J&J created committees to
establish and monitor necessary technical standards. New formal organizational units called
sectors were created to link operating companies with shared customers and markets. Some
sectors sponsored information system development to support the exchange of data across
their operating companies. Thus, over time, J&J has aligned its business strategy, IT infra-
structure, and technology management practices. 

Discussion Questions

1. Discuss Johnson & Johnson’s approach to providing an IT infrastructure to support its
one-face-to-the-customer strategy. 

2. What are the strengths and weaknesses of this approach?

Source: Adapted from Jeanne Ross, “Creating a Strategic IT Enterprise Architecure Competency:
Learning in Stages,” MISQ Executive 2:1 (March 2003), pp. 31–43.
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c7CHAPTER

DOING BUSINESS ON 
THE INTERNET1

VeriSign, Inc. helps millions of Internet users each day as the keeper of the data-
base of dot-com and dot-net Internet addresses. VeriSign provides the infrastruc-
ture that translates Web sites and e-mail addresses into codes understood by the
routers and switches that comprise the Internet. How does VeriSign make money?
It offers a series of security, billing, and payment services to telecommunications
and online retail customers. It is the ‘trusted third party’ for transactions of all types
over the Internet. In this role, VeriSign provides security services to more than 3,000
businesses and 400,000 Web sites, according to Information Week (May 2, 2005).

VeriSign is an example of a completely new business made possible by the
Internet. Not only is it the closest thing to the core of the Internet, since it is the trusted
source of the dot-com and dot-net Internet addresses database, but the company fig-
ured out a business model to make money in a world where most expect services to
be free. It has grown its reputation for trust into a business where customers are will-
ing to pay a fee to ensure that the same level of trust covers their transactions. 

In some ways, the Internet is a business domain that operates exactly like the
physical business world. In other ways, it is an entirely different business domain
from the physical world. The two worlds are similar in that both have customers
and suppliers. Transactions occur between customers and suppliers. Customers pay
suppliers, and suppliers deliver goods and services. But the similarities may end
there. Doing business on the Internet, or e-business, has enabled an entirely dif-
ferent set of business models to emerge. With these new models comes a differ-
ent vocabulary, a different set of assumptions, and a different set of opportunities. 

Just to be perfectly clear, we use the terms e-business and e-commerce inter-
changeably. Earlier in the life of the Internet, these terms meant something dif-
ferent. E-business was more than e-commerce because it included any business
activity conducted electronically between or within businesses, whereas e-com-
merce was defined to be just the electronic interactions that enable exchange of
goods and services. However, as the medium has evolved, these two terms have
come to mean the same thing.
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The Internet is the backbone for e-business marketplaces in which transactions
occur instantly over the network and involve virtually no paper. The world of e-
business in general, and the Internet and World Wide Web in particular, changes
so quickly that information in this textbook is surely out of date before the text
reaches the student’s hands. However, it is such an important topic that this chap-
ter is provided as foundation for managers who will be managing companies in the
Internet Age. Just about every business has some component of its operations on
the Internet, therefore even a general manager must understand some of the basic
background of this environment in order to be truly effective in the business. To
that end, this chapter begins with an overview of the technology behind the
Internet. It then describes a framework for thinking about the applications that
might use e-commerce, with a focus on business and professional uses, not per-
sonal and individual uses, although the latter make up a very large percentage of
the traffic over the Internet. The chapter concludes with two Food for Thought
sections, one on e-learning and the other on blogs.

c OVERVIEW OF THE INTERNET

Because the Internet (Net) plays such a great part in e-business, it may be valu-
able at this point to define and give a short history of the “Internet” and the “World
Wide Web.” These terms are often used interchangeably, but it is helpful to rec-
ognize the distinctions. 

Internet

The Internet is a global, interconnected network (hence the name) of millions of indi-
vidual computers (called hosts). The history of the Internet begins in 1969 with the
U.S. Department of Defense’s ARPANET, a network designed to support the com-
munications between cities in the United States in the event of a major disaster. The
idea was to build a network based on the concept of openness that would continue to
work even if parts of it were destroyed. The network was designed for defense, not
commerce. Handling large volumes of communications was not an initial design
requirement. In 1985, the National Science Foundation built NSFNET using the
ARPANET protocols. NSFNET was essentially the backbone network provided free
to universities and research centers, requiring only that these organizations build a con-
nection to it. NSF eventually withdrew as the manager of the network as commercial
telecommunications companies and private and public institutions built their own links
into the network and started using the Internet for commercial purposes. The often-
proprietary demands of businesses and markets, however, are sometimes at odds with
the principle of openness upon which the Internet is based. Today, no single “owner”
controls the Internet. Instead, it is a collection of networks that all can link to each
other, share the same protocols, and support the exchange of packets of information.

The breakthrough technology that allowed this critical interoperability was
TCP/IP, which stands for transmission control protocol and Internet protocol. In
the article “How the Internet Works,” Richard Wiggins explains that protocols
“are the specifications for the interface between two computers, and they set stan-
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dards to define how computers communicate with each other to accomplish spe-
cific tasks.” TCP/IP protocols define how to divide data into packets in order to
transmit them over the Internet. Each TCP/IP packet of information contains
three parts: header, data, and trailer. The TCP part of the protocol is connection
oriented—it establishes a connection between processes on different host com-
puters before data is transmitted. IP “defines a connectionless service through
which data is delivered from computer to computer.”2 Each node on the Internet
has an IP address, or a 32-bit number assigned to it. When considering address-
ing, the TCP/IP packet delivers data in a way that can be compared to a standard
letter, as diagrammed in Figure 7.1.

Statistics are difficult to acquire because no one well-defined way is available
to measure usage. One thing is clear, however; the number of business and indi-
vidual users continues to grow rapidly. Users from more than 400 countries can link
to this computer network for exchanges of news, messages, data, and commerce.
The Internet has no governing board or central control; all information available
on the Net is simply provided by any individual or organization that chooses to make
the information available to the Internet community. Available information can
include anything from pictures of someone’s cat to Anheuser Busch’s current annual
report to backwards recordings of Beatles records. This information is available to
anyone with access to the Internet. This access is gained, usually by subscription,
through an Internet service provider (ISP). 

In the United States, it took seven years for at least 30 percent of the pop-
ulation to have access to the Internet. This figure contrasts with the seventeen
years it took for television and the forty-six years that it took electricity to have
similar penetration rates. In terms of the type of access, ever-increasing numbers
of users are connecting to the Internet over broadband channels rather than
slower telephone lines.3 Broadband refers to telecommunication such as cable
systems and digital subscriber lines (DSLs) in which a wide band of frequencies
is available to transmit information. Because a wide band of frequencies is avail-
able, more information may be transmitted in a given amount of time.4 Broadband
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of sender (HEADER) of receiver (HEADER)   (HEADER)    (TRAILER)

Regular Mail

Return address  Address   Letter 

FIGURE 7.1 Comparison of regular mail and TCP/IP packet.
Source: This example was provided by Harold Miles.
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is much like having more lanes on a highway to allow more cars to travel on it at
the same time. 

World Wide Web

The World Wide Web (WWW), also known simply as the Web, is an increasingly
popular system for accessing much of the information on the Internet via the use
of specially formatted documents. The documents can be formatted in a relatively
simple computer language called hypertext markup language (HTML) or any one
of a number of more sophisticated languages, such as JAVA or C++. HTML was
created by a researcher, Tim Berners-Lee, and his colleagues at CERN in
Switzerland in 1989. It is part of an Internet standard called the hypertext trans-
port protocol (the “http” at the beginning of Internet addresses), which enables the
access of information stored on other Internet computers, called servers. Hypertext
is another name for the usually underlined links (or hyperlinks, hot links, or hot
spots), which, by clicking on them, provide access to other documents, graphics,
or files located anywhere in the world. In addition to HTML and HTTP, the Swiss
researchers created two other WWW building blocks: a Web server and a basic text-
based Web browser. Web browsers are software programs that enable a large num-
ber of users to easily navigate the World Wide Web. 

In 1992, when Marc Andreesen, a University of Illinois graduate student, cre-
ated MOSAIC, a browser with a graphical user interface, the WWW began to cap-
ture widespread interest. Soon MOSAIC was followed by many other browsers,
including Netscape’s Navigator and Microsoft’s Internet Explorer. 

More Nets: Intranets, Extranets, and Virtual Private Networks

Many derivatives were subsequently developed based on the Internet, including
intranets, extranets, and virtual private networks. 

An intranet looks and acts like the Internet, but it is comprised of informa-
tion used exclusively within a company and unavailable to the Internet community
as a whole. Employees of AT&T, for example, can use company computers to access
an employee handbook (containing links to such things as employee data, benefit
information, and procedures for dealing with irate callers) via the company’s
intranet. Using Web browser technology and the TCP/IP protocol, companies build
intranets to facilitate information sharing within their business. Because AT&T may
not want its customers and competitors to have access to employee information, it
may build a security “firewall” between the Internet and the AT&T intranet.
Intranets serving as conduits for internal communications are one of the first, and
still one of the most popular, Internet applications of many companies.

So what is an extranet? Some sources would argue that it is just another redun-
dant term for the Internet, or that “there is no such thing.”5 It is not quite that sim-
ple, however, because a company can utilize an extranet that is distinctly different
from its intranet or from the Internet as a whole. Just as a company’s intranet con-
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tains Internet-style information for exclusive use within the company, the company
could also have an extranet containing information for use outside the company.
For example, extranet information could be intended for use by a company’s sub-
contractors or suppliers, or for private use by a specific external subsidiary with a
need to know. Dell Computers, for example, created for their key customers Web
pages that contain company information and links that are specifically tailored to
the interest of that customer. Wal-Mart’s extranet provides links to major suppli-
ers such as Proctor & Gamble. As with intranets, extranets are not accessible by
the Internet at large and are usually protected by a security firewall.

Often extranets are formed using a virtual private network. A virtual private
network (VPN) is a private data network that leverages the public telecommuni-
cation infrastructure. It maintains privacy through the use of a tunneling protocol
and security procedures. Using a client and server approach, a VPN’s clients authen-
ticate users, encrypt data, and otherwise manage sessions with VPN servers using
a technique called tunneling. Companies realize cost savings by using a public infra-
structure like the Internet instead of expensive private leased lines. VPNs are also
used to support both remote access to an intranet and connections between mul-
tiple intranets within the same organization. 

Evolution of E-business

Conducting business over electronic channels has been a reality for decades—well
before the World Wide Web came into existence. One of the oldest forms of 
e-business is electronic data interchange. Electronic data interchange (EDI) is
the direct computer-to-computer transfer of business information, using a standard
format, between two businesses. It allows the transfer of business data (such as
quote requests, order forms, and invoices) over leased lines with little or no human
interaction. EDI uses standards (such as ANSI X12 or EDIFACT) to allow a soft-
ware program on one company’s computer system to relay information back and
forth to a software program on another company’s computer system, thus permit-
ting organizations to exchange data pertinent to business transactions. Each trans-
mission, or transaction set, comprises one or more data segments framed by header
and trailer codes. One transaction set might contain information equivalent to that
in a standard business document. Data segments, in turn, comprise strings of data
elements, or facts such as prices or product specifications, separated by delimiters.6

EDI never lived up to its early growth projections. One reason for this may be
that EDI requires substantial setup efforts on the part of the two trading partners.
Although virtually all Fortune 500 firms were using EDI in the 1990s (and still do
so today), smaller companies avoided the technology. Now that Internet EDI is
available with the use of browsers and XML is simplifying the standardization
process, more companies, especially smaller ones, are conducting their business
transactions electronically—that is, they are using e-business.
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More typically the term e-business refers to business conducted over the Internet.
Businesses on the Internet are usually described by a short acronym indicating the
basic business model of the organization. Commerce between businesses (B2B) and
between businesses and their customers (B2C), are the basic models of e-business.
The difference is in who is targeted as the customer. B2B companies primarily focus
on selling and interacting with other businesses, usually as part of the overall value
chain (see Chapter 2 for a discussion of the value chain model). Their customers are
other businesses who, in turn, either sell goods and services to other businesses or to
eventual end-customers. B2C businesses are those that sell directly to consumers. For
example, Amazon.com is considered a B2C e-business, selling primarily to consumers.
A derivative of the B2C model directly links customers to customers—the C2C model.
One of the most successful e-businesses, eBay, pioneered the C2C model. Figure 7.2
summarizes some of the many derivatives of the B2B model.

Despite its short history, business on the Internet has evolved through a number
of stages. Commercial Web sites have moved from being content providers to trans-
action forums, integrated business platforms, and catalysts for industry transformation.

Content Provider: Stage I

The earliest commercial Web sites were viewed as an effective way of providing
information to customers, suppliers, and even employees. Reports and printed
advertisements were transported to the Web, with attempts to make the Internet
version as similar as possible to the printed copy. Businesspeople could see the
advantage of the Web in reaching millions of people, but had not yet grown to
appreciate what the Web could allow them to do. They took little advantage of the
Web’s interactive and multimedia capabilities. 

Transaction Forum: Stage II

After a few years, many businesses started capitalizing upon the Web’s ability to inter-
act with their customers. Though some fears arose about the security of electronic pay-
ments, businesses timidly started offering online sales. Their focus was on
business-to-consumer (B2C) transactions. The sales were seen to supplement the
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B2B  Business-to-business targets sales and services primarily to other businesses.

B2C  Business-to-consumer targets sales and services primarily to consumers.

B2E  Business-to-employee provides services other companies can use to interface 
with employees (like retirement funds management, health care management, 
and other benefits management).

B2G  Business-to-government involves companies who sell the bulk of their goods  
and services to state, local, and national governments.

C2C  Consumer-to-consumer sites primarily offer goods and services to assist 
consumers to interact (e.g., auctions).

Hybrid  Combines B2B and B2C models.

FIGURE 7.2 Basic business models for the Internet.



bread and butter of bricks-and-mortar companies. This “bricks-and-clicks” business
model combines an e-business with a physical business. Its Web site is coupled with
a traditional, physical business to leverage the best of both the Internet world and the
bricks-and-mortar business. The Web business traditionally brings new thinking, new
distribution possibilities, and new sales outlets to the table, while the physical busi-
ness brings some sense of stability and possibly even customers, concepts, brand recog-
nition, and other resources to the Web business. The resulting hybrid is a business
model intended to be the best of both worlds. However, unlike the fledgling dot-coms
that started surfacing in the mid-to-late 1990s, the Web site transaction processing of
bricks-and-clicks initially was not integrated with the more traditional operations.

Integrator: Stage III

Eventually Web-based business operations were linked smoothly to legacy systems as
businesses realized that e-business was in fact part of their business. B2B sites gained
favor as businesses started integrating their online transaction systems with fulfillment,
payment, service and support, and personnel systems. Eventually Web sites began inte-
grating the entire chain of sales transactions, order processing, and other such activ-
ities with legacy, ERP, and CRM systems. Integrated supply chains (Chapter 5) are
common and in many cases are a necessary way to do business today.

Catalyst for Industry Restructuring: Stage IV

By the new millennium it became clear that business over the Internet was trans-
forming a number of industries. Some industries were reshaped by compressions
and expansions in electronic channels. Other industries were transformed by new
information-intensive offerings. For example, E-stamp, stamps.com is attempting
to transform postage stamp distribution channels by allowing customers to down-
load computer-generated postage from the Internet. Customers may buy postage
online by credit card, electronic funds transfer (EFT), or check. When it is time
to place the postage on the envelope, the customer draws the amount from secure
hardware called a vault to which stamps.com has already downloaded the purchased
postage. A barcode approved by the U.S. Postal Service is printed by a laser printer
onto the envelope. The barcode indicates the amount of postage, the ID of the cus-
tomer and the vault, the address where the mail is going, the date the postage was
printed, the postal rate category, and a digital pattern to inhibit counterfeiting. As
the number of e-stamp customers grows and as other players enter the field, the
face of the postage stamp distribution industry may change dramatically.

E-channel Patterns

An e-channel is the chain of electronic “relationships between companies and cus-
tomers and between companies and their partners/resellers.”7 E-channels can lead
to industry restructuring when massive changes are brought about by e-channel
compression and channel expansion.
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E-channel Compression

E-channel compression means eliminating redundant components in the channel.
Often e-channel compression is undertaken to cut costs, improve the efficiency of
channel operations, and eliminate unnecessary middlemen, or intermediaries.
Shortening a channel results in the disintermediation, or the removal of one or more
businesses from the e-channel. Targets of disintermediation include travel agents
who no longer take part in the sale of Southwest Airlines’ tickets over the Internet,
and resellers or retailers whom manufacturers remove from the sales process so that
they can establish direct links with their customers over the Internet. 

An example of an industry transformed through e-channel compression is the
music industry. In the old distribution industry, numerous intermediaries were
involved in the production, marketing, and distribution of albums. Each interme-
diary added its margin to the cost of the album. However, a new digital music indus-
try dramatically compresses the length of the channel and, consequently, the price
to the customer. Now the 93 percent of artists who were not represented by major
labels can provide their music online through companies like MP3.com. One source
of revenue for MP3.com is through the sales of CDs by specific artists and the sales
of compilation CDs. Consumers now can purchase specific songs on an album (as
opposed to the whole album) directly through companies like MP3.com. As noted
in Figure 7.3, this option resulted in the disintermediation of record companies,
distributors, and retailers.

Not surprisingly, the record companies are fighting back. They argue that many
of their traditional activities such as finding and promoting new talent, producing
and recording music, and securing airplay are still needed in the industry. They
brought lawsuits against Napster.com, an intermediary that made possible the free
downloading of digital music. Even though the lawsuits forced Napster to redesign
its business model, other companies soon sprang up to fill in the gap. For exam-
ple, iTunes, run by Apple Computer, charges a small fee for each song downloaded,
rather than facilitate free exchange of music files. The record companies are also
responding by offering value-added extras for musicians’ fans—preference in buy-
ing concert tickets, the possibility of climbing on stage, and e-mail exclusives.8 They
are hoping to entice fans to develop an ongoing relationship with the artists whose
music they purchase. Each time they buy an album, fans will be given a unique
serial number that the record companies will use to maintain and personalize the
relationship. The record companies, like other companies faced with massive indus-
try restructuring, cannot afford to stand still.

E-channel Expansion

E-channel expansion results in lengthening the legacy channel by adding brokering
functionality.9 In e-channel expansion, intermediaries are added to the channel
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because they offer services or products to improve operations. Some new interme-
diaries provide additional information, such as CarPoint (www.autos.msn.com) that
offers information to people researching a car purchase. Others provide services
needed to complete the transaction online. Some major new intermediaries include
companies expediting electronic payment or the delivery of goods purchased online.

E-channel expansion is demonstrated in e-marketplaces. E-marketplaces are
a special kind of B2B network that bring together different companies.
Sometimes called net-markets or exchanges, these networks are typically built by
a consortium of key businesses in the marketplace or by a third-party e-business
interested in providing the marketplace. Much like the New York Stock Exchange
creates a physical marketplace for trading stocks, e-marketplaces create a virtual
marketplace for buying, selling, or trading goods and services. E-marketplaces
are especially viable in fragmented markets populated by numerous buyers and
sellers. Vertical e-marketplaces operate in specific industries, like DirectAg.com,
a virtual marketplace for agriculture goods, and Covisint (www.covisint.com), a
virtual marketplace for the automobile industry. Horizontal e-marketplaces oper-
ate across industries, typically targeting a specific business function or need that
occurs in many types of businesses. TradeOut.com is an example of a horizontal
e-marketplace site that provides a trading place for surplus equipment.

E-marketplaces may be most appropriate for ordering noncritical products
whose delayed receipt would not hold up production, or for simple commodity
products that are easy to describe. However, companies may be less willing to turn
away from trusted suppliers and succumb to the lure of lower prices on an e-mar-
ketplace. This is especially true for production materials that require prequalifica-
tion and specialized training and tools. Not surprisingly, many SCM executives sing
the familiar refrain, “Why switch over to a new technology when the existing one
is working well?” They continue to use EDI with long-term trading partners, though
they may periodically use e-marketplaces to test prices every two or three years.

E-channels affect the relationship of businesses with consumers over time. In
the content provider stage, the Internet promoted a one-to-many broadcast mode.
The transaction forum and integrator stages made the one-to-many relationship
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more efficient. Initially little personalization occurred in the message. Over time,
the relationship may remain one-to-many, but the technology, especially CRM, cre-
ates the impression in the customer’s eye that the relationship is one-to-one.

c FRAMEWORK OF ELECTRONIC COMMERCE

Kalakota and Whinston offer a generic framework for e-commerce, shown in
Figure 7.4. The framework assumes that new applications will continue to be built
on existing technology infrastructure—the computers, communications networks,
and communication software that comprise the Internet. It uses four key build-
ing blocks: 

1. Common business services, for facilitating the buying and selling process

2. Messaging and information distribution, as a means of sending and
retrieving information

3. Multimedia content and network publishing, for creating a product and
a means to communicate about it

4. The Internet, for providing the highway system along which all e-com-
merce travels

Two pillars supporting all e-commerce are integral to the framework:10

• Public policy, to govern such issues as universal access, privacy, and
information pricing

• Technical standards, to dictate the nature of information publishing,
user interfaces, and transport in the interest of compatibility across the
entire network

Common Business Services Infrastructure

The first of the four building blocks is the common business services infrastructure.
This building block consists of five main elements: security, electronic payments,
search engines, web services, and personalization.

Security

Security is a major concern for doing business on the Internet. Businesses feel vul-
nerable to attack. Customers wonder how safe their credit card numbers are if they
type them into a Web-based order form. Technologies have come a long way to
provide security. Innovative businesspeople use tools that encrypt or otherwise dis-
guise personal information, financial information, and business information. Web
sites, called security validators, validate the security level of other sites, and pro-
vide a seal of approval when a particular Web site is protected. American Express,
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MasterCard, and Visa are promoting one-time credit card numbers that only exist
for the duration of a single transaction. Businesses themselves make security meas-
ures more visible through explicit statements, icons, pop-up windows, and other
means of communication. 

Concerns remain about the safety of e-commerce transactions—what if, for
example, someone were to steal all those credit card numbers as they are relayed
over the Internet? The risk of the interception of e-commerce data may be no
greater than the risks of paper transactions: credit card receipts (and credit cards
themselves) are stolen and the numbers used fraudulently. Checkbooks are stolen
and signatures are fraudulently forged. Transactions with a paper trail are hardly
foolproof and may indeed be riskier than e-commerce transactions. Copy machines
can make multiple copies of secure documents just as easily as e-mails can be sent
with multiple copies. The difference is in the speed of the communication. A file
with secure information can be sent anywhere in the world in a matter of seconds
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over the Net, whereas the paper-based file takes longer to reach a destination. The
security of e-commerce continues to improve. Innovations such as authentication,
passwords, digital signatures, encryption, secure servers, and firewalls are already
in place, and transactions need no longer be relayed via public forums like e-mail. 

Authentication is a security process whereby proof is obtained that the users are
truly who they say they are (i.e., their identity is verified as authentic). Authentication
can be as simple as verifying the name and password of a user prior to allowing him
or her access to an account. Additionally, it can include the use of a digital signature.
Authentication can also be used to ensure that data transmissions are delivered to the
appropriate receiver, to verify the source (or sender) of the data, and to ensure that
the data have not been tampered with en route to their destination.

One simple way to provide authentication is through the use of a password. A
password is a string of arbitrary characters known only to a select person or group.
A computer or software program can be programmed to respond to commands or
open messages only after the correct password has been entered; in this way, the
system authenticates the identity of the user and prevents unauthorized access.
Passwords are most effective when users select characters that would be difficult
for others to guess; in practice, however, most people select simple passwords such
as birthdates and nicknames, weakening the efficacy of the authentication process.
To deal with this security problem, managers must be vigilant is assigning, rotat-
ing, and enforcing passwords.

Much like a handwritten signature is used to guarantee that the signer of a
paper document is truly the person who composed it, a digital signature can be
used to prove that the sender of a message (e.g., a file or e-mail message) is truly
who he or she claims to be. A digital code is applied to an electronically transmit-
ted message. The recipient of the message can compare this code upon receipt of
the message with the sender’s digital signature. If the two do not match, either the
message originated somewhere other than with the stated sender, or the message
has been intercepted and altered. Different forms of encryption can be used to
ensure that digital signatures cannot be forged. 

Encryption is the translation of data into a format that can only be read by the
intended receiver. Here’s how it works (Figure 7.5 includes a diagram of the process):
the sender composes a message for the recipient in plain text, then uses an encryp-
tion key to encode it. The recipient has a decryption key and uses it to decode and
read the sender’s message, once again, as plain text. If an intruder were to observe
the sender’s message to the recipient, it would be incomprehensible, or cipher text. 

If both the sender and recipient use the same special “key” to encrypt and
decrypt the data, it is called symmetric encryption. Another common type of
encryption, asymmetric encryption, uses differentiated keys, called public keys
and private keys. The sender, for example, has access to the recipient’s public key,
but so do others. Any of them can compose a message to the recipient and encrypt
it with his public key. The message, however, must be decrypted with a private key,
and only the recipient has access to it. Two of the most widely used symmetrical
encryption types are DES (data encryption standard) and PGP (pretty good pri-
vacy). RSA is a popular asymmetric encryption type.
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Many companies doing business on the Web use what are called secure
servers in order to protect the privacy of the data they send and receive. Normally,
text transferred from a browser to a Web server is sent as plain text; if anyone
were to intercept the transmission, it would be legible. To prevent the intercep-
tion of plain text, secure servers employ encryption technology to convert plain
text into encrypted text before it is transmitted. Internet merchants that do not
have their own secure servers can partner with an e-commerce provider that will
allow the merchant’s sensitive transactions to occur on the provider’s secure site.

Firewalls are a different type of security measure. Firewalls consist of hard-
ware and software that block out undesirable requests for entrance into a Web site,
and keep those on the outside from reaching inside. For example, a hacker trying
to reach a corporate Web site in order to plant a bug or virus could encounter a
firewall, making it much more difficult to get access to the servers. Firewalls and
other technological controls must be constantly improved to accommodate new
technologies. For example, Web services allow transaction data to go through cor-
porate firewalls and enable outsiders to invoke internal applications, potentially giv-
ing outsiders access to sensitive information.11 In fact, it is possible to use a rogue
Web service as a Trojan horse.12

Of course, even with these innovations, security remains an important concern
of any business. All managers should be aware of potential hackers and, more
importantly, disgruntled employees. They should be actively involved in the com-
pany’s technology and maintain audit trails for computer use that will signal possi-
ble data corruption. They should regularly back up their data and ensure that any
backup capabilities have been put into place by the IT department are actually fol-
lowed in their departments.

As important as authentication, encryption, and firewalls are to security, com-
panies cannot forget about making all aspects of their systems secure. In addition
to the network, the database, operating system, and buildings in which the systems
are housed, and the personnel who have any opportunity to access the system must
be considered when making a system secure. Managers must develop a compre-
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hensive set of policies and procedures to prevent internal and external threats to
the entire system.

Electronic Payments

A number of payment vehicles are used by businesses to make and receive pay-
ments on the Internet, including credit cards, electronic checks, EFT, smart cards,
e-cash, and intermediaries such as PayPal and iTransact. Perceptually, these meth-
ods are simply the electronic equivalents of everyday, off-line payment methods
(e.g. credit cards, checks, and cash). But because transactions on the Internet hap-
pen virtually instantaneously, these payment vehicles are designed a bit differently
than their physical cousins. A few of the more popular variations are described
below.

• Virtual Terminals—This is the Internet equivalent to a credit-card
swipe machine, since Internet businesses do not typically have the actual
credit card to swipe through their physical machines. Virtual terminal
providers generally assess a per-transaction fee and offer the service of
accepting credit card payments.

• Transaction Processors—These intermediaries offer the convenience
of virtual terminals but go a step further. They enable the merchant to
stay out of the financial transaction completely. This service is ideal for
merchants who wish to sell products but do not want to handle credit
card information themselves. Companies like iTransact and PayPal han-
dle these transactions, and deposit collected funds directly in the
account of the business. PayPal is also popular among individuals as a
method of payment for transactions (such as a purchase on eBay or a
donation to a local charity).

• Internet Checking—This is a similar service to a virtual terminal,
except it is for checks. It allows businesses to accept checks over the
Internet. Typically the customer sends the vendor check information
such as bank routing number, account number, and amount, and the
vendor is able to electronically create a check with an indication that the
customer has authorized this transaction. The check is routed in the
same manner as any other paper check. Many banks offer this service
and charge a fee per check issued.

• Electronic Funds Transfer (EFT)—This service simply transfers
funds from the customer’s bank account to the merchant’s bank
account, without any paper checks. EFT providers may charge a fee
for each transaction; however, the transaction occurs virtually
instantly.

In deciding on a payment acceptance scheme, managers must take into account
factors such as efficiency, security, price, availability, and ease of use. Protecting
against identity theft is a major concern.
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Search Engines

Additional components of the common business services infrastructure include
services used to index the contents of the Internet, such as search engines.
Managers should pay attention to these services for two reasons: first, they provide
useful and extensive information about the Internet, and second, they can provide
the visibility that becoming listed with them provides in giving potential customers
a route of access.

A search engine is a program that searches the Internet (or an intranet or indi-
vidual site) for specified keywords. A search engine typically contains an interface,
allowing a user to enter these keywords. The search engine then sends out a “crawler”
or “spider” to collect documents that contain the keywords. It then indexes the col-
lected documents for easy review. Popular search engines on the Internet include
Yahoo!, Excite, Google, AskJeeves, and Alta Vista. Founded in 1998 by two Stanford
Ph.D. students, Google quickly became the most popular search engine.

Search engines are important because they help potential customers find their
way to a company’s Web site when hundreds, if not thousands, of competing sites
are available. To be listed first on a search list can be crucial for the success, or
even survival, of an e-business site. To improve the chances of its Web site being
prominently displayed, a company may pay a subscription fee to the search engine,
or may program the metatags in the HTML document so that search engines look-
ing at metatags would retrieve the site’s address. 

Web Services

A Web service is “a standardized way of integrating Web-based applications. It
allows organizations to share data without needing to know the details of other
organizations’ computer systems.”13 Based on standardized technologies such as
XML, Web services enable applications built with different programming languages
and on different platforms to communicate with each other. That means that devel-
opers using Web services can focus on the description of the business problems,
without having to worry about the execution details. 

Web services are the basic building blocks of service-oriented architecture
(SOA), an emerging enterprise architecture (discussed in Chapter 6) that creates
highly agile and flexible applications. Because interoperability and modularity are
key design features, Web services are excellent for integrating systems across orga-
nizational boundaries. That is why they are becoming increasingly popular in ERP,
CRM, and SCM systems that were originally implemented as large client-server
systems with proprietary software and proprietary data integration tools. A com-
pany using Web services can start off slowly by integrating a few applications, say
with its key supplier, and then easily integrate more applications “on the fly” with-
out having to invest in expensive middleware. 
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Personalization 

According to PricewaterhouseCoopers’ technology forecast, personalization is
“the selective delivery of content and services (such as specific product and serv-
ice offerings, advertising, coupons, and other promotions) to customers and
prospective customers.”14 Personalization software allows e-businesses to offer cus-
tomized services to meet the past and current interests of customers based upon
data about them that is captured in an electronic format. The data needed for per-
sonalization are gathered from many sources: clickstream data, registration data
that the customer supplies, past purchases, demographics supplied by third-party
vendors, and customer ratings. These data are then processed by a variety of tech-
niques including rule-based systems, neural networks, and artificial intelligence
to generate and update customer profiles. In turn, these profiles are used by the
firm in many ways, including as a basis for selecting the Web site content that is
presented to the customer as a part of marketing, sales, and customer service
efforts. For example, by analyzing a customer’s current navigation through a site
and comparing it to customer profiles, the personalization software can recom-
mend specific products or services to the visitor. Personalization works hand-in-
hand with CRMs in catering to customers.

Messaging and Information Distribution Infrastructure

The second building block in the generic framework for electronic commerce is the
messaging and information distribution infrastructure. Messaging software facilitates
the movement of information through the channels of the Internet. It takes such
forms as e-mail, instant messaging, voice over IP, point-to-point file transfers, and
groupware.

One of the first uses of the Internet, e-mail, still constitutes a good portion of
Internet traffic. Most e-mail messages consist strictly of text, but e-mail can also be
used to transfer images, video clips, sound clips, and other types of computer files. 

Many e-mail services (e.g., Eudora, Outlook Express) require the user to have
an account with a domain or an ISP. An Internet service provider (ISP) is a com-
pany that sells access to the Internet. Incoming and outgoing e-mail is routed through
the domain’s or ISP’s mail server, and all e-mail a user receives is stored on his or her
own computer. However, a growing number of Web-based search engines and e-mail
providers allow a user to send and receive e-mail from any computer by accessing
the provider’s Web site and entering a user name and password. Web-based search
engines and e-mail allows a user to keep the same e-mail address long term (i.e., as
long as the provider stays in business), whereas e-mail routed through an ISP usu-
ally contains the name of the ISP as part of the e-mail address, and a user must there-
fore change e-mail addresses each time he or she changes ISPs. Disadvantages of
Web-based services include limits on the number of messages that can be stored and
on the size of files that can be sent and received. Web-based e-mail is typically offered
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free; service providers display advertisements on users’ pages and collect demo-
graphics and other marketing data from users upon enrollment.

Another permutation of e-mail is the mailing list server. Users subscribe to a mail-
ing list; when any user sends a message to the server, a copy of the message is sent
to everyone on the list. This service allows for restricted-access discussion groups;
only subscribed members can participate in or view the discussions that are trans-
mitted via e-mail. Popular mailing list providers include ListServ and Majordomo.

Instant messaging (IM) is an Internet protocol (IP)-based application that
provides convenient communication between people using a variety of different
device types, including computer-to-computer and mobile devices, such as digital
cellular phones.15 It can identify which “buddies” have a “presence” and are able
to receive messages at the moment. If a “buddy” is available, the sender’s typed
message pops up on the receiver’s computer screen. Failing to respond quickly to
the message typically is perceived to be rude. Although initially a communication
tool used exclusively by teenagers, IM now serves as an internal communication
systems in large companies, and even allows managers to verify whether their
telecommuting employees are logged on to their computer at their homes. With
most systems, people need to agree to be on a potential sender’s buddy list, and
they can set their status to “busy” or “away” if they do not want to be disturbed.
Even then, IM is sometimes criticized for being distracting and reducing privacy,
especially by people who are not good at doing a number of things at the same time.

Voice over Internet Protocol (VoIP), is “a method for taking analog audio
signals, like the kind you hear when you talk on the phone, and turning them into
digital data that can be transmitted over the Internet.”16 It is rapidly gaining in pop-
ularity because the free VoIP software that is available with proprietary systems such
as Skype allows people to make free Internet phone calls without using the phone
company. While there are no complaints about its costs, there are some about VoIP’s
reliability and inability to function in power outages.

File transfer consists simply of transferring a copy of a file from one com-
puter to another on the Internet. The most common procedure, file transfer pro-
tocol (FTP), allows entire files—even large ones—to be transferred within an office
or across the globe more quickly and securely than with e-mail.

Groupware17 is software that enables group members to work together on a
project, even from remote locations, by allowing them to simultaneously access the
same files. Calendars, documents, e-mail messages, databases, and meetings are
popular applications. Groupware is often broken down into categories describing
whether the members work together in real time or at different times. For exam-
ple, products such as Lotus Notes, Lotus Domino, and Microsoft Exchange enable
groups to share information asynchronously, while products such as Microsoft
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NetMeeting and Webex enable groups to share information, such as an electronic
presentation, synchronously. 

Multimedia Content 

Multimedia content comprises the third building block in the generic framework for
electronic commerce. Commerce involving the transmission of movies or electronic
books, for example, requires routing them according to the technical specifications
of their individual components. If movies comprise video and audio components, and
electronic books include text, graphics, and photographs, then each may be trans-
mitted quite differently on the Internet.18

After such multimedia content is created, it is stored as electronic documents
on servers, which in turn are linked to each other via networks. Customers access
them via software and hardware clients. Because multimedia files tend to be sub-
stantially larger than text files, accessing them is best done with high-speed broad-
band connections.

Internet Infrastructure

The fourth and final building block in the generic framework for electronic com-
merce is the infrastructure of the Internet. How does the Internet actually work?
Of what does it consist? To answer these questions, a manager must first under-
stand that information transmitted via the Web is first broken into data “packets.”
These packets travel independently of each other across the Web, sometimes fol-
lowing entirely different routes. Once the packets arrive at their destination, they
are reassembled into a complete message. Rus Shuler of the Revere Group maps
the journey of these packets in Figure 7.6 (note that CSU/DSU is channel service
unit/data service unit).

An Internet service provider maintains a pool of modems for customers who
dial in. A computer manages this pool and controls the flow of data from each
modem to a backbone or dedicated line router. The computer usually collects
billing and usage information as well. Packets from a customer’s computer traverse
the public network and the ISP’s local equipment and are routed onto the ISP’s
backbone. From there the packets may pass through several other routers and
backbones, dedicated lines, and other networks until they find their destination,
a single computer with a specified address.19

Public Policy

This chapter discussed the four building blocks in the generic framework. Just as impor-
tant are two pillars supporting that framework: public policy and technical standards.

In the rapidly developing world of e-commerce, basic policy and legal ques-
tions are emerging. Because of the tremendous potential impact of the Internet
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on their economies, governments around the world have started to politicize the
Web. The United States is contemplating policies, regulations, and laws over a
broad range of issues including the cost of accessing information, taxation of
online sales, regulation to protect consumers from fraud and to protect their right
to privacy, and the policing of information traffic to detect terrorism, pirating, or
pornography.20 For example, the Justice Department’s Anti-Terrorism Act of 2001
expanded the federal government’s authority to conduct electronic surveillance
and otherwise collect information about U.S. citizens. Many claim that this act
weakens privacy protection without increasing security.

The U.S. Department of Commerce released “The Emerging Digital
Economy,” a detailed report about the evolution of e-commerce. Privacy issues fig-
ured prominently. The report cited three common e-commerce practices as caus-
ing privacy concerns: requesting personal information from new visitors to a site,
creating customer profiles based on personal information gathered in order to
deliver purchased goods, and leaving electronic “footprints” of visits to different
Web sites and of purchases made, without the knowledge of the customer. The
report argued that consumers should be given the opportunity to block the gath-
ering of information or, when they freely give it, to indicate how they would like it
to be used.21

When it comes to regulation, two approaches are possible: self-regulation and
imposed regulation. For the time being, at least, the U.S. government relies on
industry self-regulation to address these privacy issues. For example, the private
sector is encouraged to establish rules of conduct, which would be disclosed to con-
sumers, as well as mechanisms for tracking compliance and offering recourse to
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consumers in situations of noncompliance. Consumers should know the identity of
any collector of personal information and the intended uses of the information. In
addition, they should have the right to access information about themselves that a
company holds and to correct or amend it as necessary.22 In contrast the govern-
ments of China and the United Arab Emirates are adopting a policy of imposed
regulation when they use firewall systems that control the access of their citizens
to certain types of Internet sites—those that contain nudity, sexual content, or reli-
gious information. China even restricts its citizens’ access to parts of the popular
Google search engine.23

Because of its global reach, it is impossible for any one nation to regulate the
Internet. Consider the attempts of the U.S. government to ban pornography when
it only has jurisdiction over sites in the United States. Sites of companies based in
Denmark are not subject to this legislation. When the U.S. government attempted
to ban online gambling, companies with gambling sites merely moved to locations
outside of the United States.

Technical Standards

The second pillar upon which the e-commerce framework rests is technical
standards for electronic documents, multimedia, and network protocols. Such
standards are essential to e-commerce because they ensure seamless integra-
tion across the data transportation network, as well as access for consumers on
any device they choose—laser disc, PC, handheld devices—and on all operat-
ing systems.24

All Internet-connected computers, regardless of manufacturer or operating sys-
tem, must speak the TCP/IP language in order to communicate with each other.
Therefore, before investing in computers and networking systems, managers should
ascertain that the systems conform to these standards.

A considerable number of application protocols are also basically transparent
to the Internet user, but are used in conducting business on the Internet. They
include file transfer protocol (FTP), hypertext transfer protocol (HTTP), simple
network management protocol (SNMP), post office protocol (POP), and multi-
media Internet mail extensions (MIME). Further, institutions such as ISO, IEEE,
and ANSI define standards for hardware configurations and software. Standards
for emerging technologies such as Web services and RFID are still being defined.

Because the Internet is relatively new, at least from a commercial perspective,
it is often hard to predict future standards. Managers who bet on the wrong standard
often put their companies at a distinct competitive disadvantage. A classic case is when
managers chose to use what they considered to be the better Beta standard instead
of VHS, which ultimately dominated the market. In today’s multimedia environment,
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Real, Windows Media, and QuickTime are all competing for users and distributors.
Microsoft and Sun are both jockeying to create a Java standard that best suits their
own company. Unfortunately, picking the wrong standard can make a company
uncompetitive down the road. Managers must stay informed of technical standards
for their information systems as well as industry technical standards that may impact
their supply chain.

c THREATS ON THE INTERNET

With the increased proliferation of the Internet comes a number of threats that
must be managed. The three significant threats discussed here are: Spam, Phishing,
and Identity Theft.

Spam

Spam is the name given to unsolicited e-mails sent over the Internet. These e-mails
are often sent out in bulk, similar to they way bulk advertisements are sent through
the physical postal system. Some even contain viruses or other programs specifi-
cally designed to harm or infiltrate the recipient’s computer. The sender’s computer
typically uses existing e-mail name lists to create a distribution list of millions of 
e-mails, expecting that only a few recipients will respond to their offer. However,
while bulk mail is paid for by the sender in the form of postage, paper, and print-
ing costs, spam is relatively free to send. The cost burden falls on the recipient,
whose e-mail system is clogged with hundreds of unwanted e-mails, and businesses,
that have to keep their e-mail systems running despite the large volume of
unwanted e-mails, have to fight against the potential invasion of viruses and other
damaging bugs, and whose employees often face reduced productivity managing
the e-mails they do receive. One source25 estimates that spam costs businesses over
$850 per employee per year, and each employee spends 6.5 minutes per day man-
aging spam, resulting in a loss of about 1.4 percent of each employee’s productiv-
ity each year. 

The problem is so large in the United States that the government passed the
“Controlling the Assault of Non-Solicited Pornography and Marketing Act of 2003”
to control spam. Commonly known as the “Can Spam Act of 2003,” it took effect
on January 1, 2004. This law requires that those sending unsolicited e-mails clearly
label the e-mail as advertising, use a truthful and relevant subject line and a legit-
imate return e-mail address, and provide a valid physical address and a working
and speedy option to “opt-out” if the recipient so chooses. Violations of this law
can result in damages of up to $2 million or more, and jail time for the individuals
responsible. 

Phishing

When an e-mail arrives in an inbox from a reputable source, it is more likely to be
read by the recipient. Phishing is the act of sending an e-mail that looks like it is
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from a reputable source, but it’s not. These e-mails typically tell the recipient that
some information is needed by the reputable company and provide a Web link to
the site. When the recipient clicks on the Web link, they are not taken to the rep-
utable company’s site, but to a fake site that asks for personal information such as
social security number, account numbers, name, and address. If the recipient enters
this information, it is often used for identity theft (see section below).

The damages due to this threat are costly and dangerous. Since the e-mails are
sent suggesting that a reputable company needs information, the reputation of that
company can be severely damaged. Unsuspecting customers have a difficult time
distinguishing between a valid and an invalid e-mail from these organizations. 

Identity Theft26

An important issue for managers doing business on the Internet is identity theft.
Identity theft is a crime in which the thief uses personal information of the victim to
impersonate the victim. On the Internet, the information often consists of private
account numbers such as a credit card number, bank account number, Social Security
number, or driver’s license number. Typically, the thief uses the stolen numbers to
obtain an additional credit card account or to steal funds from a bank account. The
problem is compounded when the victim does not discover the theft until the crime
is long past. Victims often learn about the crime when applying for additional credit,
home mortgages, or other financial services and learn that their credit limits are over-
drawn. In extreme cases, the thief has caused a criminal record to be created in the
name of the victim and law enforcement personnel are forced to sort out the truth.

According to subject matter experts, identity theft is categorized in two ways:
true name and account takeover. True name identity theft means that the thief uses
personal information to open new accounts. The thief might open a new credit card
account, establish cellular phone service, or open a new checking account in order
to obtain blank checks. Account takeover identity theft means the imposter uses
personal information to gain access to the person’s existing accounts. Typically, the
thief will change the mailing address on an account and run up a huge bill before
the person whose identity has been stolen realizes there is a problem. 

While identity theft can occur without the Internet, the Internet has made it eas-
ier for identity thief. Thieves can obtain information more easily by either hacking
into a business, school, or other depository of personal information and stealing files
of information or by sending out emails formatted to appear to be from legitimate
sources but send unsuspecting victims to the thief’s Web site and ask for personal
information. In addition it is easier to use the information they’ve stolen because trans-
actions can be made without any personal interaction when done over the Internet.
The transactions are often falsely made on behalf of a well-known business such as
a bank or credit card company. As with phishing above, customers have a difficult
time distinguishing between valid and an invalid e-mail from these organizations.
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Identity theft is a problem for both individuals and businesses. The U.S. govern-
ment keeps statistics on reported cases of identity theft.27 In 2004, identity theft losses
cost over $500 million dollars. There were over 388,000 cases of identity theft reported,
and over 10 percent of those cases involved theft of more than $1 million each. 

Individuals suffer from loss of credit worthiness and from problems associated
with inaccurate criminal and financial records. Often it takes years to clear up these
problems. To combat theft, individuals are encouraged to take precautions. A major-
ity of the 389 chief security officers (CSOs) and senior security executives recently sur-
veyed by CSO Magazine believe that taking the precautions listed in Figure 7.7 can
help protect the average consumer from becoming a victim of identity theft. 

Businesses are also subject to significant losses due to identity theft. Illegitimate
e-mail messages that solicit personal information for the thief can ruin a business’s
hard won reputation. Purchases made by the thief must be paid for, and often that
loss is covered by the business. The U.S. Federal Trade Commission (FTC) main-
tains a Web site to help both individuals and businesses manage identity theft
(http://www.consumer.gov/idtheft/).

c FOOD FOR THOUGHT I: E-LEARNING

E-learning is using the Internet to enable learning. The Internet provides a
basis for radically changing the way learning is done. Traditional learning takes
place in a classroom, typically with an instructor and a room full of students.
Regardless of whether the students are graduates, undergraduates, executives,
or even those attending a corporate training session, the traditional model is
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FIGURE 7.7 Precautions to take to reduce identity theft.
Excerpted from CSO.online, News Bureau, “Chief Security Officers Remind Citizens of the Danger
of Cyberattacks and Recommend Tips,” July 21, 2005, available at
http://www2.csoonline.com/info/release.html?CID=9065.

• Do not share passwords or PIN numbers with anyone
• Do not reply to, or click on links within, e-mail or pop-up messages that ask for per-
sonal or financial information 

• Update virus protection software regularly
• Update security patches for Web browsers and operating systems regularly) 
• Protect your Social Security number at all costs (i.e., do not give it out unless it is
mandatory)

• Shred, or otherwise destroy, all documents with personal information prior to disposal 
• Monitor personal credit reports and statements from financial accounts regularly 
• Install firewall software
• Before transmitting personal information online, verify that the connection is secure (i.e.,
check for an “s” after “http” in the URL, as well as a lock symbol in the lower right-hand
corner of the screen, which indicates the transmission is encrypted)

• Do not e-mail personal or financial information 

27 Source: http://www.consumer.gov/sentinel/pubs/Top10Fraud2004.pdf (accessed August 4, 2005).



the default model for most learning situations. The Internet is beginning to
change that.

Today, businesses do not want their employees to ever stop learning. In the
fast-paced environment of today’s business world, having current knowledge is a
strategic advantage. Further, relatively little within an organization is static. That
was not the case a short while ago. In the past, someone wanting to go to work
received training by apprenticing with an expert whom the student modeled, stud-
ied, and imitated in order to learn a trade. When the apprenticeship ended, the
worker was considered fully trained and ready to earn a living practicing the trade.
But that is not the case any longer. A business that does not encourage employees
to continually learn and adapt, and that does not build in the ability to learn and
adapt, is setting itself up for failure.

Consider Cisco, the maker of routers and other devices used to create networks
that become roadways for the Internet. John Chambers, CEO, believes e-learning
is a critical success factor for Cisco. “There are two fundamental equalizers in life—
the Internet and education. E-learning eliminates the barriers of time and distance
creating universal, learning-on-demand opportunities for people, companies, and
countries.”28 Cisco managers believe that e-learning helps them increase produc-
tivity as well as build loyalty. How do they and others investing in e-learning par-
ticipate?

Many different types of e-learning exist. Figure 7.8 summarizes some of them,
including computer-based training, distance learning, online learning, and on-
demand learning. In today’s environment, the terms are often used interchange-
ably, but several distinct concepts are embedded within the alternatives. Distance
learning, for example, is when students are geographically spread out, but use tech-
nology to engage in a collective learning session such as a class. This learning expe-
rience is different from online learning, where the learner uses a computer as the
primary teaching vehicle. It is somewhat different from on-demand learning,
where information is broken up into small chunks, or nuggets, and pushed out to
learners within the context of their work processes.

If learning can be embedded within the business processes executed by work-
ers, then organizations can make major changes in their business strategy and their
organization strategy. Embedding learning within a business process means that
when the individual executing the process requires assistance, the process is smart
enough to detect it and push information out to the learner to assist him or her in
completing the task. It might operate somewhat like an electronic “on-the-job train-
ing” opportunity. The advantage is that if it is done right, the skills needed to com-
plete the job change. It may mean hiring different types of individuals for the job.
Further, if the information pushed out to the learner must be updated, the com-
puter system can do it instantly. It provides a distinct advantage over traditional
courses, where materials must be prepared weeks in advance in order to be ready
for the classroom. 

E-learning is a relatively new concept. The features of the Internet are enabling
innovative organizations to rethink how they disseminate knowledge, information,
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and training to their employees. And the effects this technology will have on uni-
versities and traditional schools is one of the most debated topics of e-business.

c FOOD FOR THOUGHT II: WEB LOGS (BLOGS)

Web logs (Blogs) are online journals that link together into a very large network
of information sharing. Blogs started out as a hobby for individuals who like to
chronicle everything in their lives and have taken on a key role in information shar-
ing on the Internet. The topics are as varied as the number of people who write
them. But what exactly is a blog and why are they so powerful?

Blogs discuss topics ranging from poetry to vacation journals to constitutional
law to political opinions. In 2005, there were 9 million blogs with an estimated
40,000 new ones generated each day, according to BusinessWeek (May 2, 2005).
Blogs can take the form of a simple diary in which the owner enters his or her
thoughts whenever the mood strikes. Or they can take any one of a number of other
forms, such as:

• Moblogging—posting to a blog on the go from a camera phone or hand-
held device. Most of the content of these blogs is news, posted the very
minute it happens, such as photos of the Ipod Shuffle when it was
launched at Apple’s Computerworld.

• Vlogging—video blogs, in which video diaries are posted online.
Applications for this trend are to sell ads or products or to keep in touch
with a critical customer base, as was evident when Microsoft set up its
Channel 9 vlog to help the company communicate directly with its
developer community.
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Type of E-learning Definition

Computer-based training Any course or lesson presented on a computer, typically
not connected to a network.

Distance learning Any type of educational situation in which the instructor
and students are separated by location.

Online learning Courses presented on a computer that is hooked up to a
network

Technology-based instruction Training through media other than the classroom. That
includes computers, but also refers to television, audio-
tape, videotape, and print. 

Web-based instruction Courses available on the Internet which typically have
embedded links to other Web-based resources. 

On-demand learning Learning broken up into knowledge chunks and delivered
as demanded within a business process.

FIGURE 7.8 Types of e-learning. 
Source: Adapted from S. Carliner, “An Overview of Online Learning,” a White paper published by
Lakewood conferences (May 25, 2000), available at http://www.lakewoodconferences.com/wp.



• Podcasting—a form of blog with an audio file attached that can be
downloaded into an iPod (hence the name) or other audio system. This
technology allows individuals to create their own radio shows and deliver
them via files on the Internet, but corporations are using this media to
propogate news about their latest products and services.

It was the presidential election of 2004 that put blogs in the spotlight. During
that race, politicians began to use blogs to share their ideas on the issues in their
races. Critics and opponents used blogs to voice the counter opinion. When Dan
Rather reported on President Bush’s National Guard duty, it was a blog that dug
into the authenticity of memos the reporter used. 

Why are blogs so important? They make every individual a virtual publisher,
and that can cause significant changes in the business environment. First, it adds
a medium in which new insights can be added to events that go way beyond what
the traditional media cover. For example, when the tsunami hit Thailand, early
reports were from blogs. Blogs provide news and information in the moment to
potentially thousands of individuals connected with an event or situation. Business
Week calls it “Micro-news” when a blog is devoted to a niche topic. Second, it
changes the method of communication for many companies. Marketing specialists
spend significant resources crafting just the right message and the right medium
for communicating with clients and their other constituancies. How will compa-
nies ensure that the message remains intact when they cannot control what is writ-
ten in the blogs? Third, it opens up an entirely new world for information exchange,
once again plunging the world into a lawless environment. Laws governing this new
world must be written. For example, is a negative blog entry an opinion of free
speech or a libelous statement? In January 2005, a new Google employee began a
blog about his first few days on the job. Google traditionally was a company few
knew about from the inside, so this blog was of great interest. When the blog car-
ried the employee’s dissatisfaction with benefits and the work environment, he was
fired, sending a clear message to the blogging community: If your opinion is some-
thing that could cause harm to you or others, then don’t put it in a blog. There are
consequences for your actions.

But Blogs are a new media that corporations must learn to use and possibly
harness. Companies such as Plaxo, an Internet-contact management company, use
blogs as a key part of their marketing and promotion strategy. General Motors uses
them to connect with the press. The vice chairman has launched his own blog site
and receives numerous suggestions and criticisms from customers. Further, when
a conflict arose between an outside company and GM, journalists were sent to a
blog run by GM for details. GM is taking a lead in experimenting with this tech-
nology to manage the media. But the biggest application for blogs is advertising.
Some companies have even begun to create fake blogs, using made-up names, to
jump-start the buzz around products or services. For example, in March 2005,
Captain Morgan, the rum distributor, was said to have created a fake blog for its
rum drinks.
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c SUMMARY

• The Internet is a global marketplace. Internet-based e-commerce is becoming less
mysterious and more commonplace; soon it will be second nature to consumers.
Quite simply, the Internet provides a popular method for conducting business,
whether it is B2B transactions or B2C transactions. Its rules, however, are still in
the formative stages, so innovative and forward-thinking business people have the
potential to shape them in lucrative and otherwise rewarding ways.

• Derivatives of the Internet include intranets (networks used within a business to
communicate between individuals and departments) and extranets (networks that
connect a business with individuals, customers, suppliers, and other stakeholders
outside the organization’s boundaries). Virtual private networks (VPNs) are a form
of extranets that make use of public telecommunication infrastructures, maintain-
ing privacy through the use of a tunneling protocol and security procedures.

• Web sites continue to go through a number of stages ranging from content
provider to transaction forum, integrator and catalyst for industry restructuring.

• If managers are to use e-commerce for maximum effectiveness and efficiency, they
must understand the elements that comprise it. Kalakota and Whinston place the
key elements in a generic framework for electronic commerce, which consists of
four building blocks and two pillars. (The framework is depicted in Figure 7.5.) 

• The first building block is the common business services infrastructure, and it
includes security and authentication (various methods a manager can use to pro-
tect electronic information), electronic payment (ways in which a business can
accept payments via the Internet), search engines (services a manager can use 
both to locate important business information and to increase market awareness 
of his or her business offering), Web services (a standardized way of integrating 
Web-based applications), and personalization (the selective delivery of content 
and services). 

• The second building block is the messaging and information distribution infra-
structure, which includes electronic methods whereby a business can increase the
efficiency of its internal and external communications. 

• The third building block is multimedia content to disseminate business offerings. 

• The final building block is the Internet infrastructure, which is the technology
behind how information gets from point A to point B on the Internet.

• The first pillar is composed of public policy and legal and privacy issues. Managers
must stay abreast of these issues because they are still being formulated and funda-
mentally affect how business is conducted on the Internet. The second pillar consists
of technical standards and protocols. TCP/IP is a protocol critical for Internet opera-
tions. Managers must ascertain that their systems, as well as their electronic products
and services, speak the Internet’s language.

• Business managers can expect a future in which the Internet becomes larger,
faster, more powerful, and more commonplace. Therefore, consideration of the
Internet and its role in the exploding world of e-commerce should figure into all
important business decisions. Managers must ask themselves these questions:
Which elements of our business can be made available online? If elements of 
our business can be electronically automated but are not yet, how long can 
we afford to perform them manually? If we offer a product or service that 
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potentially can be delivered online, even in part, are we prepared to offer it
online? If we are not yet prepared to do so, will we be prepared before our com-
petitors are or before an online substitute becomes available? In addressing these
questions, managers can gain efficiencies, improve products, and open markets.

c KEY TERMS

c DISCUSSION QUESTIONS

1. What is the difference in B2B and B2C applications on the Internet? What features of
the Internet are more relevant to B2B transactions? To B2C transactions? Give examples
of each type of transaction. What might be the next business model?

2. What are current uses of the Internet for organizations with which you have worked? How
might they use the Internet to improve their organizational strategy? Their business strategy?

3. When an organization implements a Web site, what changes in its organizational strategy
should it anticipate? Why?

4. What is your prediction of the next big breakthrough for the Internet? Support your fore-
cast with points drawn from this chapter and from your experience with the Internet.

5. How will e-learning change the business strategy of an organization? The organizational
strategy? Support your claims with examples, either hypothetical or from real companies.

6. Melinda Mason is contemplating entering cyberspace. Her flower shop in Manhattan’s
Upper West Side has been in the family for three generations. Over the years the business
carefully cultivated a large number of regular customers. Lately many of these customers
asked her when Mason’s Flower Shop will have a Web site. They told her they would like
the ease of ordering online along with the option of ordering and paying for flowers online.
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Many of her customers order elaborate arrangements on a periodic basis. One, like Mr.
Schliermann, likes to buy a single red rose for his wife each Tuesday. 
In addition to these customers, Melinda also realizes that a Web site for ordering and

paying for flowers would be appealing to the increasingly large number of customers who
winter in South Florida, but who send flowers to their friends and family in New York City.
Plus she read that being a brick-and-click can open your business to customers around the
globe. Naturally this prospect is appealing to her. 
Melinda hired you to explore the options for online payment. In particular, she heard

about Mondex from her friends and wonders whether she should make it a payment option.
She is not sure how Mondex compares to such electronic payment options as PayPal. Finally,
she heard about iTransact from the shopkeeper next door and wonders whether this pay-
ment option might be best for her. 
Melinda would like you to evaluate these options and make a recommendation to her about

the online payment option(s) that she should adopt. She wants an approach that is easy for
her and her customers to use, but that is a good value in terms of cost. Her steady customers
in Florida must be able to pay online, and it would be nice if the payment approach also could
appeal to customers around the globe. Most of the online orders will be over $25, though
she would also like to have an option that purchasers of a single rose could use.

CASE STUDY 7-1

AMAZON.COM

No company exemplifies the new business era of the Internet more than Amazon.com. What
started out as a book company emerged as a serious competitor to dozens of industries. If
founder and CEO Jeff Bezos achieves his vision, “Amazon.com will be a place where you can
find anything.” Given the activities, expansions, and successes to date, Amazon is making sig-
nificant headway on its ambitious plans to take over the entire e-commerce e-tailing world.
Amazon.com started in 1996 selling books over the Internet. Since that time, the com-

pany pioneered many of the innovations that define electronic shopping, such as one-click
shopping, customer reviews, affiliation programs, and online gift-wrapping. It was the first
site for customers to actually buy anything over the Internet. It is the largest seller of online
books, music, and videos. It went public in 1997, and the stock price eventually rose from
$1.50 a share into the heady triple digits. 
To increase the number of customers to its site, Amazon.com established an affiliation

program that awards other sites a percentage of the sale when customers are linked from
their site to Amazon.com to make a recommended purchase. A customer visiting the
Amazon.com site is greeted with a busy Web page showing key specials that day, and giving
opportunity to navigate to the type of product the customer wants to buy. If books are the
purchase to be made that day, the customer can click on the books link, and search for a
book by title, author, or subject. So far, the scenario is not much to get excited about, but
the power behind the Amazon.com business model is not yet shown. If a customer searches
for a particular book, not only does Amazon.com’s site give the details of the book, but poten-
tial buyers can read the table of contents, look at comments written by other readers of the
book, and link to other books of a related topic or by the same author. Comments give a
sense of community to the Amazon.com site where customers can contribute or read com-
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ments easily. Further, the Amazon.com systems track purchases of the book at hand, and
can tell the new customer of other books purchased by those who purchased the current
book. Their “suggestions” are based on real data culled from an extensive database of trans-
actions, making the suggestions that much more relevant to the current customer.
The purchasing transaction is innovative, too. The standard process lets customers add

a selection to their shopping cart and either continue shopping or finish out the transac-
tion. Shipping options are presented and purchases are paid for with credit cards. If the
customer is a repeat customer, the system already has payment and shipping information,
and the purchase can be quickly made with a single “click” of the mouse. E-mail is sent to
the purchaser at several points along the process, including a confirmation that the order
was received and a notice of the shipping of the order. E-mail is also automatically gener-
ated to alert customers of specials related to purchases they made, such as a new book by
a favorite author. By combining a transaction system with real time information, customer
connections and dissemination systems make retailing on the Web, or e-tailing, a different
experience from traditional buying at the local bookstore or mall.
Bezo’s vision is for Amazon.com to be the center of the e-commerce world. That goal

means selling or at least locating books, videos, CDs, electronics, pet food, housewares, gar-
den supplies, games, or whatever a shopper on the Internet wants to buy. The company also
offers an online auction. In mid-1999, Amazon.com announced two more e-tailing options.
All Product Search is a product browser that helps customers locate items at Amazon.com,
its partners, or anywhere on the net. Amazon.com hosts Z-shops, an online mall, where any-
one or any company can set up a store, by paying a small monthly fee and commission. In
return, these stores gain potential access to the 25 million customers of Amazon.com. It now
also hosts online operations and fulfillment for more established retail rivals like Toys “R”
Us, Target, and Circuit City in return for a percentage of sales, per-unit payments, or peri-
odic fixed payments. For example, in their partnership with Toy “R” Us, the toy company
provides the product while Amazon.com sells and delivers it. This partnership suggests that
Amazon realizes it can’t compete outside its core markets without significant help and Toys
“R” Us acknowledges that it needs to build upon its core competency. 
What is next for Amazon.com? Bezos is quoted as saying, “The idea is to let people find

anything they might want to buy online. Amazon is a ‘Kathryn Store’ or a ‘Jeff Store.’ The
notion is that you take the customers and put them at the center of their own universe.”

Discussion Questions

1. How has Amazon.com and their use of the Internet changed the retailing industry?
Give some specific examples.

2. Comparisons have been made between giant bookstore retailer Barnes & Noble and
Amazon.com. Barnes & Noble operates dozens of bookstores in many local communi-
ties. Yet Amazon.com’s reach goes anywhere and everywhere with the Web. What, in
your opinion, should Barnes & Noble do to compete with Amazon.com?

3. In order to more quickly realize and sustain its profitability should Amazon.com have
remained a solely clicks-based e-business (without warehouses) selling only books?
Why or why not? 

4. How can Amazon.com complete Bezos’s vision? What do they need to do to individu-
alize their services to 25 million customers?

Source: Adapted from Katrina Brooke, “Amazon vs. Everybody,” Fortune (November 8, 1999), 
pp. 120–128; and Chip Bayers, “The Last Laugh,” Business 2.0 (September 2002), pp. 86–93.
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CASE STUDY 7-2

APPLE WORMS ITS WAY INTO THE MUSIC INDUSTRY

Digital music is revolutionizing the music industry.  It is now possible to send digital music
files over the Internet in much the same way that voice is sent over the Internet in VoIP
phone calls.  One advantage of digital music for online digital music stores such as Apple’s
iTunes is that they do not need to build a large physical inventory of CDs.   Rather, the music
is stored on servers and distributed over the Internet upon request.  The stores are open
24/7, and once a song is stored it is likely to be available for purchase forever. Further, instead
of bundling 12 or so songs onto a CD and charging $15, songs can be purchased individu-
ally at a relatively minimal price.
Apple has emerged a clear leader in the new music revolution, and it soon hopes to dis-

place Wal-Mart as the world’s largest music distributor. To reach and keep that lead Apple
is already setting up barriers to entry: its digital music platform is proprietary. That means
that it is incompatible with other systems, and the songs purchased from iTunes can only
be played on Apple’s iPods. 
Apple’s ostensible argument for the proprietary system is that a closed system is the only

way that Apple can assure music labels and artists that their songs won’t be pirated. Apple
is hopeful that it can quickly reach critical mass in sales of digital music, and that it can
become the de facto digital music standard before its competitors can do anything about it.

Discussion Questions

1. What is the disadvantage of an open standard for Apple? How could a proprietary stan-
dard become a problem for Apple?

2. In what ways, if any, would Figure 7.3 (Example of Channel Compression) need to be
changed to reflect iTune’s business model?

3. What is critical mass, and why is it important for Apple to gain critical mass in the sales
of digital music?

Source: Adapted from C. Willard, “Apple Worms Its Way into the Music Industry,” Financial Times
(October 26, 2005), p. 17.
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USING INFORMATION
ETHICALLY1

On December 26, 1990 the Wall Street Journal carried an article headlined “Coming
Soon to Your Local Video Store: Big Brother.” The report chastised Blockbuster
Video for its plan to sell customer movie preference information to direct mailers
and other companies for the purpose of targeted marketing campaigns. Although
legality was not at issue, since the law had allowed similar sales of customer data,
the article cited many sources that voiced concerns about ethical issues.2

The basic principle is that information collected for one purpose shouldn’t be
used for another purpose without an individual’s consent. Many companies regu-
larly sell their customer lists, but Blockbuster is one of a small fraction using sophis-
ticated computers to keep records of each individual’s transactions. Its database
promises to raise some especially difficult privacy issues; for the same reason it
should be such a gold mine for direct mailers: Video choices are among the most
revealing decisions a consumer makes.

Federal law forbids video stores to disclose the names of movies its customers
rent. But the law permits stores to tell direct marketers “the subject matter” of
movies a customer has rented. Blockbuster—whose members constituted one out
of six U.S. households at the time—contended its database was legal because it
monitored only video categories, not specific titles. Selling lists of mystery movie
renters to mystery book clubs, children’s movie renters to toy stores, etc., prom-
ised valuable information to direct marketing firms concerned with targeting expen-
sive direct mail campaigns. As Allan Caplan, the Blockbuster vice president who
oversaw the database project, told the Journal, “We not only will know their tastes
in movies—we’ll know their frequency and that will give us a little more informa-
tion about their lifestyle.”3

As in the case of Blockbuster, information collected in the course of business can
create valuable competitive advantage. But ethical questions concerning just how that
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information will be used and by whom, whether they arise inside or outside the organ-
ization, can have powerful effects on the company’s ability to carry out its plans.4 As
computer networks and their products come to touch every aspect of people’s lives,
and as the power, speed, and capabilities of computers increase, managers are increas-
ingly challenged to govern their use in an ethical manner. No longer can managers
afford to view information systems (IS) as discrete entities within the corporate struc-
ture. In many cases, IS are coming to comprise much of the corporation itself. 

In such an environment, managers are called upon to manage the information
generated and contained within those systems for the benefit not only of the cor-
poration, but also of society as a whole. The predominant issue, which arises due
to the omnipresence of corporate IS, concerns the just and ethical use of the infor-
mation companies collect in the course of everyday operations. Without official
guidelines and codes of conduct, who decides how to use this information? More
and more, this challenge falls upon corporate managers. Managers need to under-
stand societal needs and expectations in order to determine what they ethically can
and cannot do in their quest to learn about their customers, suppliers, and employ-
ees and to provide greater service.

Before managers can deal effectively with issues related to the ethical and
moral governance of IS, they need to know what these issues are. Unfortunately,
as with many emerging fields, well-accepted guidelines do not exist. Thus, man-
agers bear even greater responsibility as they try to run their businesses and simul-
taneously develop control methods that meet both corporate imperatives and the
needs of society at large. If this challenge appears to be a matter of drafting oper-
ating manuals, nothing could be further from the truth. 

In a society whose legal standards are continually challenged, managers must
serve as guardians of the public and private interest, although many may have no
formal legal training and, thus, no firm basis for judgment. This chapter addresses
many such concerns. It begins by elaborating the most important issues behind the
ethical treatment of information. Next this chapter expands upon the definition of
ethical behavior and introduces several heuristics which managers can employ to
help them make better decisions. This is followed by a discussion of some newly
emerging controversies that will surely test society’s resolve concerning the increas-
ing presence of IS in every aspect of life. 

This chapter takes a high level view of ethical issues facing managers in
today’s environment. It focuses primarily on providing a set of frameworks the
manager can apply to a wide variety of ethical issues. Omitted is a specific focus
on several important issues such as social justice (the impact of computer tech-
nology on the poor or “have-nots,” racial minorities, and third world nations) nor
is there a discussion of social concerns that arise out of artificial intelligence, neu-
ral networks, and expert systems. Although these are interesting and important
areas for concern, in this chapter the objective is to provide managers with a way
to think about the issues of ethics and privacy concerns. The interested reader
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may wish to seek out one of a number of sources for dozens of articles and books
on this area of IS management (such as www.isworld.org).

c CONTROL OF INFORMATION

In an economy that is rapidly becoming dominated by knowledge workers, the value
of information is tantamount. Those who possess the “best” information and know
how to use it, win. The recent trend in computer prices has meant that high lev-
els of computational power can be purchased for relatively small amounts of money.
While this trend means that computer-generated or stored information now falls
within the reach of an ever-larger percentage of the populace, it also means that
collecting and storing information is becoming easier and more cost effective.
Although this circumstance certainly affects businesses and individuals for the bet-
ter, it also can affect them substantially for the worse. Consider several areas in
which the control of information is crucial. Richard O. Mason, in an article pub-
lished in MIS Quarterly,5 identified four such areas, which can be summarized by
the acronym PAPA: privacy, accuracy, property, and accessibility (see Figure 8.1).

Privacy

Many consider privacy to be the most important area in which their interests need
to be safeguarded. Privacy is often defined as “the right to be left alone” 6 It per-
tains the authorized collection, disclosure, and use of personal information.
Employers can monitor their employees’ e-mail and computer utilization while they
are at work, even though they have not historically monitored telephone calls. Every
time someone logs onto one of the main search engines, a “cookie” is placed in their
hard drive so that these companies can track their surfing habits. A cookie is a mes-
sage given to a Web browser by a Web server. The browser stores the message with
user identification codes in a text file that is sent back to the server each time the
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Area Critical Questions

Privacy What information must you reveal about yourself to others? What
information should others be able to access about you—with or with-
out your permission? What safeguards exist for your protection?

Accuracy Who is responsible for the reliability and accuracy of information? Who
will be accountable for errors?

Property Who owns information? Who owns the channels of distribution, and how
should they be regulated?

Accessibility What information does a person or an organization have a right to obtain,
under what conditions, and with what safeguards?

FIGURE 8.1 Mason’s areas of managerial concern.



browser requests a page from the server.7 Currently this information is used only
to target advertising, but its future use depends on the discretion of managers. Their
view is formed in part by how much competitive advantage this knowledge can cre-
ate. Do customers have a right to privacy while searching the Internet? Courts have
decided that the answer is no, but as society moves ahead, the right to monitor cus-
tomer habits will be affected by how managers decide to use the information that
they have collected. 

Governments around the world are grappling with privacy legislation. Not sur-
prisingly, they are using different approaches for ensuring the privacy of their cit-
izens. The United States’ (US’) sectoral approach relies on a mix of legislation,
regulation, and self-regulation. Examples of the US’ relatively limited privacy leg-
islation include the 1974 Privacy Act that regulates the US government’s collec-
tion and use of personal information, and the 1998 Children’s Online Privacy
Protection Act that regulates the online collection and use of children’s personal
information. In contrast to the US’ sectoral approach combined with strong encour-
agement of self-regulation by industry, the European Union relies on compre-
hensive legislation that requires creation of government data protection agencies,
registration of data bases with those agencies, and in some cases prior approval
before processing personal data. 

Because of pronounced differences in governmental approaches, many U.S.
companies were concerned that they would be unable to meet the European “ade-
quacy” standard for privacy protection specified in the European Commission’s
Directive on Data Protection that went into effect in 1998. This Directive prohibits
the transfer of personal data to non-European Union nations that do not meet the
European privacy standards. Many U.S. companies believed that this Directive
would significantly hamper their ability to engage in many trans-Atlantic transac-
tions. However, the US Department of Commerce (DOC) in consultation with the
European Commission developed a “safe harbor” framework in 2000 that allows
U.S. companies to be placed on a list maintained by the DOC. The U.S. compa-
nies must demonstrate through a self-certification process that they are enforcing
privacy at a level practiced in the European Union.8

The Online Privacy Alliance of Washington, D.C., an industry coalition backed
by trade groups and such companies as The Walt Disney Co., Proctor & Gamble,
Time Warner Telecom, and IBM, offers its own set of Web privacy guidelines,
including the following: 

• Have and implement a privacy policy that gives consumers notice,
choice, and the ability to correct inaccurate data

• Ensure data security

• Get parental consent before collecting or reselling personally identifiable
information from children under the age of 13 

Control of Information  195

7Webopedia, http://www.webopedia.com/TERM/c/cookie.html (downloaded June 28, 2002).
8 U.S. Department of Commerce, “Safe Harbor Overview,” available at 
http://www.export.gov/safeharbor/sh_overview.html (downloaded July 15, 2002).



Accuracy

The accuracy of information assumes real importance for society as computers
come to dominate in corporate record-keeping activities. When records are
inputted incorrectly, who is to blame? In a case in Florida, a family whose bank
had recently changed from a paper bookkeeping system to a computer-based sys-
tem found that a mortgage payment that had been made was not credited. As the
family attempted to pay the mortgage in subsequent months, the system rejected
the payments because the mortgage was listed as past due. After a year of “miss-
ing” payments, the bank foreclosed on the house.9 While this incident may high-
light the need for better controls over the bank’s internal processes, it also
demonstrates the risks that can be attributed to inaccurate information retained in
corporate systems. In this case, the bank was responsible for the error, but it paid
little—compared to the family—for its mistake. While they cannot expect to elim-
inate all mistakes from the online environment, managers must establish controls
to ensure that situations such as this one do not happen with any frequency. 

Over time it becomes increasingly difficult to maintain the accuracy of some
types of information. While a person’s birth date does not typically change (my
grandmother’s change of her birth year notwithstanding), addresses and phone
numbers often change as people relocate, and even their names may change with
marriage, divorce, and adoption. The European Union Directive on Data
Protection requires accurate and up-to-date data, and tries to make sure that data
is kept no longer than necessary to fulfill its stated purpose. Keeping data only as
long as it is necessary to fulfill its stated purpose is a challenge many companies
don’t even attempt to meet.

Property

The increase in monitoring leads to the question of property. Now that organiza-
tions have the ability to collect vast amounts of data on their clients, do they have
a right to share data with others to create a more accurate profile of an individual?
And if they do create such consolidated profiles, who owns that information which
in many cases was not divulged willingly for that purpose? Who owns images that
are posted in cyberspace? With ever more sophisticated methods of computer ani-
mation, can companies use newly “created” images or characters building upon
models in other media without paying royalties? Mason summarizes the issues,

Any individual item of information can be extremely costly to produce in the first
instance. Yet once it is produced, that information has the illusive quality of being
easy to reproduce and to share with others. Moreover, this replication can take
place without destroying the original. This makes information hard to safeguard
since, unlike tangible property, it becomes communicable and hard to keep it to
one’s self. It is even difficult to secure appropriate reimbursements when some-
body else uses your information.10
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Accessibility

In the age of the information worker, accessibility becomes increasingly important.
Would-be users of information must first gain the physical ability to access online
information resources, which broadly means they must access computational sys-
tems. Recent trends in computer hardware prices have greatly lowered the barri-
ers to entry on this account. Second and more importantly, the user must gain access
to information itself. In this sense, the issue of access is closely linked to that of prop-
erty. While major corporations have benefited greatly from the drop in computer
prices, the same benefit only now is beginning to filter through the rest of society.
Looking forward, the major issue facing managers is how to create and maintain
access to information for society at large. As our society moves toward a service- or
knowledge-based economy, managers whose organizations control vast quantities of
information will have to weigh the benefits of information control against societal
needs to upgrade the knowledge bases of individuals or knowledge workers.

Today’s managers must ensure that information about their employees and cus-
tomers is accessible only to those who have a right to see and use it. They should
take active measures to see that adequate security and control measures are in place
in their companies. It is becoming increasingly clear that they also must ensure that
adequate safeguards are working in the companies of their key trading partners.
The managers at MasterCard International were no doubt embarrassed when they
reported to 68,000 of its cardholders that their accounts were at risk of fraud
because one of its card processors, CardSystems Solutions, had violated long-estab-
lished standards to handle MasterCards’ transactions. MasterCard had spent mil-
lions of dollars to upgrade its own computer systems with sophisticated
fraud-detection software and had sent out teams to processor and merchant sites
to make sure that they were in compliance with these standards. Yet, it was only
recently that MasterCard detected a rogue computer program that CardSystems
Solutions had installed to extract data for unauthorized research purposes.
Unfortunately, this extracted data was accessed by data thieves.11 Accessibility
clearly is an issue that extended beyond MasterCard’s internal systems.

Accessibility is becoming increasingly important with the surge in identity theft,
or “the taking of the victim’s identity to obtain credit, credit cards from banks and retail-
ers, steal money from the victim’s existing accounts, apply for loans, establish accounts
with utility companies, rent an apartment, file bankruptcy or obtain a job using the
victim’s name.”12 (Note: Identity theft is also discussed in Chapter 7.) Some law-
enforcement authorities claim identity theft to be the fastest growing crime across the
country. The incidence of reported identity theft increased 11–20 percent in
2001–2002. It shot up to 80 percent in 2002–2003,13 and continues to increase. While
some of this increase can be traced to carelessness on the part of victims, some may
also be credited to the failure of businesses to limit accessibility to their databases.
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c NORMATIVE THEORIES OF BUSINESS ETHICS

The landscape changes daily as advances in technology are incorporated into exist-
ing organizational structures. IS are becoming omnipresent as companies look to
decrease costs, increase efficiency, and build strategic competitive advantages.
Increasingly, however, these advances come about in a business domain lacking eth-
ical clarity. Because of its newness, this area of IT often lacks accepted norms of
behavior. Companies encounter daily quandaries as they try to use their IS to cre-
ate and exploit competitive advantages.

Managers must assess current information initiatives with particular attention
to possible ethical issues. Because so many managers have been educated in the
current corporate world, they are used to the overriding ethical norms present in
their traditional businesses. As Conger and Loch observed, “People who have been
trained in engineering, computer science, and MIS, frequently have little training
in ethics, philosophy, and moral reasoning. Without a vocabulary with which to think
and talk about what constitutes an ethical computing issue, it is difficult to have
the necessary discussions to develop social norms.”14

Managers in the information age need to translate their current ethical norms
into terms meaningful for the new electronic corporation. In order to suggest a work-
able framework for this process, consider three theories of ethical behavior in the
corporate environment that managers can develop and apply to the particular chal-
lenges they face. These normative theories of business ethics—stockholder theory,
stakeholder theory, and social contract theory—are widely applied in traditional busi-
ness situations. They are “normative” in that they attempt to derive what might be
called “intermediate level” ethical principles: principles expressed in language acces-
sible to the ordinary businessperson, which can be applied to the concrete moral
quandaries of the business domain.15 Below is a definition of each theory followed
by an illustration of its application using the Blockbuster Video example outlined at
the beginning of this chapter.

Stockholder Theory

According to stockholder theory, stockholders advance capital to corporate man-
agers who act as agents in advancing their ends. The nature of this contract binds
managers to act in the interest of the shareholders: i.e., to maximize shareholder
value. As Milton Friedman wrote, “There is one and only one social responsibility
of business: to use its resources and engage in activities designed to increase its
profits so long as it stays within the rules of the game, which is to say, engages in
open and free competition, without deception or fraud.”16
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Stockholder theory qualifies the manager’s duty in two salient ways. First, man-
agers are bound to employ legal, nonfraudulent means. Second, managers must take
the long-term view of shareholder interest: i.e., they are obliged to forgo short-term
gains if doing so will maximize value over the long term. 

Managers should bear in mind that stockholder theory itself provides a lim-
ited framework for moral argument because it assumes the ability of the free mar-
ket to fully promote the interests of society at large. Yet the singular pursuit of profit
on the part of individuals or corporations cannot be said to maximize social wel-
fare. Free markets can foster the creation of monopolies and other circumstances
that limit the ability of members of a society to secure the common good. A pro-
ponent of stockholder theory might insist that, as agents of stockholders, managers
must not use stockholders’ money to accomplish goals that do not directly serve
the interests of those same stockholders. A critic of stockholder theory would argue
that such spending would be just if the money went to further the public interest.

The stipulation under stockholder theory that the pursuit of profits must be legal
and nonfraudulent would not limit Blockbuster’s plan to sell “broad-based, general”
information about clients, because such sales do not violate privacy laws. Moreover,
the plan would satisfy the test of maximizing shareholder value because it poten-
tially generates new revenues. On the other hand, if customers stopped renting
movies from Blockbuster because they disliked the company’s plans to use their per-
sonal information in this manner, any lost revenues would weigh against managers’
success in meeting the ethical obligation to work toward maximizing value. 

Stakeholder Theory

Stakeholder theory holds that managers, while bound by their relation to stock-
holders, are entrusted also with a fiduciary responsibility to all those who hold a
stake in or a claim on the firm.17 The term “stakeholder” is currently taken to mean
any group that vitally affects the survival and success of the corporation or whose
interests the corporation vitally affects. Such groups normally include stockhold-
ers, customers, employees, suppliers, and the local community, though other groups
may also be considered stakeholders, depending on the circumstances. At its most
basic level, stakeholder theory states that management must enact and follow poli-
cies that balance the rights of all stakeholders without impinging upon the rights
of any one particular stakeholder.

Stakeholder theory diverges most consequentially from stockholder theory in
affirming that the interests of parties other than the stockholders play a legitimate
role in the governance and management of the firm. As a practical matter, due to
the high transaction costs entailed in canvassing all of these disparate groups, man-
agers must act as their agents in deriving business solutions that optimally serve
their respective interests. Thus, in most cases stakeholders’ only real recourse is to
stop participating in the corporation: Customers can stop buying the company’s
products, stockholders can sell, etc.
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Viewed in light of stakeholder theory, the Blockbuster plan begins to present
more complex ethical issues. Chief among these is how much benefit accrues to
stakeholders from an intrusion into clients’ privacy. Blockbuster’s shareholders stand
to gain, but what would be the effects on other stakeholders? Apparently, the only
group that stands to lose is the client group itself. Moreover, consumers consid-
ered more broadly might benefit by receiving better-targeted advertising to replace
traditional mass-marketing campaigns. Also, consider the fact that Blockbuster’s pol-
icy is publicly known, and clients do have recourse: They can stop patronizing
Blockbuster, or ask the company to suppress the sale of their own individual infor-
mation. In general terms, Blockbuster’s plan would not violate ethical standards as
they are understood under stakeholder theory, unless it could be shown that the
costs to clients outweighed the benefits within the larger stakeholder group.

Social Contract Theory

Social contract theory derives the social responsibilities of corporate managers
by considering the needs of a society with no corporations or other complex busi-
ness arrangements. Social contract theorists ask what conditions would have to be
met for the members of such a society to agree to allow a corporation to be formed.
Thus, society bestows legal recognition on a corporation to allow it to employ social
resources toward given ends. This contract generally is taken to mean that, in allow-
ing a corporation to exist, society demands at a minimum that it create more value
to the society than it consumes. Thus, society charges the corporation to enhance
its welfare by satisfying particular interests of consumers and workers in exploit-
ing the advantages of the corporate form. The corporation must conduct its activ-
ities while observing the canons of justice.18

The social contract comprises two distinct components: the social welfare term
and the justice term. The former arises from the belief that corporations must pro-
vide greater benefits than their associated costs or society would not allow their
creation. Thus, the social contract obliges managers to pursue profits in ways that
are compatible with the well being of society as a whole. Similarly, the justice term
holds that corporations must pursue profits legally, without fraud or deception, and
avoid activities that injure society. 

Social contract theory meets criticism because no mechanism exists to actuate
it. In the absence of a real contract whose terms subordinate profit maximization
to social welfare, most critics find it hard to imagine corporations losing profitability
in the name of altruism. Yet, the strength of the theory lies in its broad assessment
of the moral foundations of business activity.

Applied to the Blockbuster case, social contract theory would demand that the
manager ask whether the plan to sell client information could compromise funda-
mental tenets of fairness or social justice. If customers were not apprised of the
decision to sell information about themselves, the plan could be seen as unethical.
It would not seem fair to collect information for one purpose and then use it for
another, without informing the parties concerned. If, on the other hand, the plan
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were disclosed to customers, and if it were clear its implementation would net a
benefit to society, the plan could be considered ethical.

While these three normative theories of business ethics possess distinct charac-
teristics, they are not completely incompatible. All offer useful metrics for defining
ethical behavior in profit-seeking enterprises under free market conditions. They pro-
vide managers with an independent standard by which to judge the ethical nature of
superiors’ orders as well as their firms’ policies and codes of conduct. Upon inspec-
tion, the three theories appear to represent concentric circles, with stockholder the-
ory at the center and social contract theory at the outer ring. Stockholder theory is
narrowest in scope, stakeholder theory encompasses and expands upon it, and social
contract theory covers the broadest area. Figure 8.2 summarizes these three theories.

A similar situation to the Blockbuster case occurred when DoubleClick, a lead-
ing Internet advertisement company, announced its plans to merge its vast data-
base of user navigational history with that of user’s offline spending habits.
DoubleClick provides the sites of members of its DoubleClick Network with adver-
tisements. It then monitors the viewing of these advertisements through cookies.
From cookies, DoubleClick obtains “clickstream data” about the sites visited by a
user, the time spent at these sites, and any purchases made by the user at the sites.
DoubleClick has extensive Internet navigational histories for identified users. With
its purchase of Abacus Direct Corporation in November 1999, it acquired a data-
base with information about the spending habits of more than 88 million people
derived from more than two billion offline purchases. Even though it was a com-
plete reversal of its previously stated privacy policies, DoubleClick was going to
merge these two powerful databases. A suit filed by Electronic Privacy Information
with the Federal Trade Commission, coupled with a public uproar, caused
DoubleClick to back down from its proposed merger.19
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Theory Definition Metrics

Stockholder Maximize stockholder wealth, Will this action maximize long-term 
in legal and nonfraudulent stockholder value? Can goals be 
manners. accomplished without 

compromising company standards 
and without breaking laws? 

Stakeholder Maximize benefits to all Does the proposed action maximize 
stakeholders while weighing collective benefits to the company? 
costs to competing interests. Does this action treat one or more 

of the corporate stakeholders unfairly?

Social contract Create value for society in a Does this action create a “net” benefit 
manner that is just and for society? Does the proposed action
nondiscriminatory. discriminate against any group in 

particular, and is its implementation
socially just?

FIGURE 8.2 Three normative theories of business ethics.

19 Jones, Day, Reavis, and Pogue, “DoubleClick and the Privacy Wars,” 1:1 (May 2001), available at
http://www1.jonesday.com/files/tbl_s31Publications%5CFileUpload137%5C139%5CDouble_Click_
Privacy.pdf (downloaded June 28, 2002).



Living.com, a furniture retailer on the Internet, made a very public decision
not to sell its customer information. Living.com ceased doing business and filed
for bankruptcy protection in the fall of 2000. But, while their customer data could
be considered an asset and therefore sold to help pay off their debts, managers at
Living.com and the U.S. government officials working with them agreed that their
customer information was private and it would be inappropriate to sell it for use
by someone other than Living.com.

c EMERGING ISSUES IN THE ETHICAL GOVERNANCE OF
INFORMATION SYSTEMS

Pick up the newspaper almost any day of the week and it will include ethical con-
cerns in the corporate environment. Such privacy issues as the surveillance of
employees and their e-mail messages frequently make headlines. How should man-
agers deal with these issues? Managers are rarely expert in better-known areas of
ethical concern, much less the issues emerging in the information economy. This
section highlights several such areas with an eye to exposing those on which man-
agers should focus their attention.

There are two distinct spheres in which managers operate. The first involves
the outward transactions of the business and focuses on the customer. To elabo-
rate, consider the issue of privacy raised by the Blockbuster case from the per-
spective of the consumer, and what steps businesses are taking to ensure the
ethical use of information. The second sphere includes the issues related to man-
aging employees and information inside the corporation. This includes topics in
internal surveillance and monitoring, the denigration of and bifurcation of IS jobs,
and the problems related to the rigidity of IS in the workplace. Figure 8.3 shows
these relationships.

In an age where the Internet, instant messaging (IM), and e-mail have become
omnipresent, many companies have begun to question the efficacy of such tech-
nology in the workplace. Seeking to improve productivity, firms increasingly look to
leverage IS to their fullest extent. While e-mail, IM, and the Internet have replaced
traditional communications and research channels, some companies are seeing cor-
porate networks clogged with excessive traffic, often personal in nature, which leads
to lesser productivity gains than anticipated. To combat unauthorized uses of IM,
e-mail systems, and Internet access, managers are turning to programs that moni-
tor employees’ online activities.
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Loss of IdentityLoss of Skills

Loss of Control Loss of Privacy

FIGURE 8.3 Some connections between identified areas of ethical concern.
Source: Adapted from Fernando Leal, “Ethics Is Fragile, Goodness Is Not,” in Information Society:
New Media, Ethics and Postmodernism (Springer Verlag, 1995), p. 79.



A large number of software products are available for companies to monitor
employees or restrict their access to certain Internet sites. Worldwide sales of such
employee monitoring software in 2001 were an estimated $140 million, or $5.25
for each of the 27 million employees worldwide who were monitored.20 Software
monitoring products are installed by companies with the intent of preventing
employees from conducting private business on company time. While the inten-
tion may seem both ethical and in the best interest of business, in practice the
reverse may actually be true. In many cases employees are not informed that they
are being monitored or that the information gleaned is being used to measure their
productivity. In these cases monitoring violates both privacy and personal freedoms.
To protect their freedoms and to gain their acceptance, employees should be
informed when they are monitored, and their bonuses or other rewards should be
linked to increases in productivity derived from the monitoring.

The use of monitoring and surveillance software highlights an increase in the level
of control that employers can exert over employees. As employees become aware of
these activities, productivity and morale may fall. While the central issue remains with
privacy, other potential effects should concern managers, such as undue stress on
employees. This issue may seem peripheral, but as technology further intrudes into
the workplace and shapes working conditions, its importance can only increase.

Environmental issues previously were the domain of HR professionals and
organizational behaviorists. Today, managers must be concerned with creating a
work atmosphere amenable to IS. Ethically speaking, managers must address
worker health in an increasingly regimented atmosphere. IS by their nature are
inflexible. Jobs associated with computer systems demand rigor. As systems come
to dominate corporate life, there is an increased risk of sacrificing individuality.
Managers rethink job requirements and increase workloads, and depend upon our
ability to generate mistake-free work. In an environment where small mistakes can
be costly, employees feel greater stress. Managers must be alert to these funda-
mental changes in the working environment. Ethically, they are obliged to consider
the welfare of workers. If, as they create employment opportunities and write job
descriptions, managers set out to limit individuality, enforce conformity, and
increase demands, they violate their ethical responsibilities as understood under
all three normative theories considered in this chapter.

In addition to managing internal ethical concerns, managers must be aware of
their relationships with customers. Net purchasers surveyed believed Net retailers
should post their policies about how they will use private information. Mary 
Culnan noted in CIO magazine that the ease with which consumer information is
collected over the Internet makes purchasers increasingly uneasy. “People are balk-
ing at giving their information on the Web in a lot of cases because the organiza-
tion has not made a good case for why they should,” Culnan wrote. “If there are
no benefits or if they aren’t told why the information is being collected or how it’s
being used, a lot of people say ‘Forget it.’”21 As customers increasingly appreciate
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the power new technologies put in the hands of retailers, they become skeptical
about the wisdom of providing personal information in transacting business online.

Recently the FTC made strides toward requiring Web retailers to more fully
disclose how they will use customers’ private information. The FTC’s efforts to fos-
ter fair information practices for Net commerce mesh with Mason’s PAPA frame-
work. To protect the integrity of information collected about them, federal
regulators have recommended allowing consumers limited access to corporate
information databases. Consumers thus could update their information and cor-
rect errors. Many consumer advocacy groups are arguing for requirement that
retailers cannot use personal information unless the customer “opts-in,” or specif-
ically gives the retailer permission to use the information. The default practice now
is “opting-out,” or using the information unless the customer specifically tells the
retailer that his or her personal information cannot be used or distributed. In 2000,
Federal legislation was passed requiring states to allow registrants to “opt-in” their
driver license information.

Many Internet industry groups have instituted their own codes of practice in
an attempt to avoid regulation. Such companies as TRUSTe Inc. and the Better
Business Bureau are licensing members who agree to abide by stringent privacy
policies. Compliance earns a medal that can be displayed on the member’s Web
site. Transgressors are removed from the program. By creating enforceable stan-
dards, the government has begun institutionalizing ethical behavior within corpo-
rate IS departments.

Information privacy guidelines must come from above: from the CEO, CIO,
and general management. Employees must learn about these issues early in their
tenure with a firm to avoid incurring serious problems with FTC oversight.

c SECURITY AND CONTROLS

A recent Ernst & Young22 survey suggests that organizations more often than
not rely on luck rather than proven information systems controls. More than half
of the high-level executives responding to the survey reported that hardware,
telecommunications, and software failures, as well as major viruses, Trojan
horses, or Internet worms, had resulted in unexpected or unscheduled outages
of their critical business systems in 2003. The survey confirmed that companies
turn to technical responses to deal with these and other threats. In particular
considerable emphasis is placed on using technology (i.e., anti-virus counter-
measures, spam-filtering software, intrusion detection systems, etc.) to protect
organizational data from unauthorized hackers and undesirable viruses.
Managers go to great lengths to make sure their computers are secure from out-
sider access, such as a hacker who seeks to enter a computer for sport or for mali-
cious intent. They also try to safeguard against other external threats such as
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telecommunications failure, service provider failure, spamming, or distributed
Denial of Service (DDoS) attacks.

Technologies have been devised to manage the security and control problems.
Figure 8.4 summarizes three types of tools, such as firewalls, passwords, and
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Hardware system Firewalls A computer set up with both an internal 
security and control network card and an external network 

card. This computer is set up to control 
access to the internal network and only 
lets authorized traffic pass the barrier.

Encryption and Cryptography or secure writing ensures 
decryption that information is transformed into 

unintelligible forms before transmission 
and intelligible forms when it arrives at 
its destination.

Network and Network operating The core set of programs that manage 
software security system software the resources of the computer or 
controls network often have functionality such as 

authentication, access control, and 
cryptology.

Security information A management scheme to synchronize 
management all mechanisms and protocols built into 

network and computer operating systems 
and protect the systems from authorized 
access.

Server and browser Mechanisms to ensure that errors in 
software security programming do not create holes and 

trapdoors which can compromise 
Web sites.

Broadcast medium Labeling and rating The software industry incorporates 
security and controls software Platform for Internet Content Selection 

(PICS) technology, a mechanism of 
labeling Web pages based on content. 
These labels can be used by filtering 
software to manage access.

Filtering/blocking Software that rates documents and 
software Web sites that have been rated and 

contain content on a designated filter’s 
“black list” and keeps them from being 
displayed on the user’s computer.

FIGURE 8.4 Security and control tools.

Source: Adapted from J. Berleur, P. Duquenoy, and D. Whitehouse, “Ethics and the Governance of
the Internet,” IFIP-SIG9.2.2, White paper, September 1999.



authentication routines, that restrict access to information on a computer by pre-
venting access to the server on the network. They provide warning for early dis-
covery of security breaches, limit losses suffered in case of security breaches,
analyze and react to security breaches (and try to prevent them from reoccurring),
and recover whatever has been lost from security breaches.23

Future technological approaches to security and privacy may include a combi-
nation of software and hardware. Some of today’s laptop computers have built-in fin-
gerprint identification pads to prevent unauthorized use. Biometrics are also being
considered for security purposes at national levels. For example, in the United
Kingdom a debate is underway about making official a national identity card that would
contain 49 different types of information including name, birth date and place, cur-
rent and past addresses, a head and shoulders photograph, fingerprints, an iris scan
and other biometric information, personal reference information, and registration and
record histories. The British government is arguing that the card would give people
a convenient way of proving their identity and preventing identity theft. It would also
offer a secure way of identifying people for national security, detect crime, aid in
enforcing immigration controls, prevent illegal working, and assist in providing pub-
lic services. Opponents fear the card will create a “Big Brother” world.

Managers must be involved in decisions about security and control measures
because these issues can affect business decisions. For example, a firewall that lim-
its access to an internal network, or intranet, may cause the failure of a work-at-
home program a manager seeks to put in place. The firewall may be built in such
a way as to completely eliminate gaining access. Likewise, an encryption/decryp-
tion system may make future business decisions more expensive because all new
applications would have to be built in a manner to accommodate the cryptology.
That additional expense may tip the scales against a future business application the
manager sought to implement.

While the focus on technological security controls above has been primar-
ily on dealing with external threats, managers must also guard against typically
more lethal threats—internal threats that originate from within the company.
Internal threats include operational errors (i.e., loading the wrong software) and
former or current employee misconduct involving information systems, as well
as hardware or software failure. Managers from the highest echelons down must
champion the human aspect of protecting information. This means that they
must be supportive of efforts to develop employees into the company’s strongest
layer of defense. These efforts include training and awareness programs to alert
employees to risks, to make them aware of countermeasures that exist to miti-
gate these risks, and to drill into them the importance of security, as well as
awareness programs. Buttressing the technological controls, training, and aware-
ness programs with security procedures and policies can help round out a com-
pany’s security efforts.
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c SARBANES–OXLEY ACT OF 2002

In response to rogue accounting activity by major global corporations such as
Enron, Worldcom, and their accounting firms such as Arthur Andersen, the
Sarbanes–Oxley Act (SoX) was enacted in the Unted States in 2002 to increase
regulatory visibility and accountability of public companies and their financial
health. All corporations that fall under the jurisdiction of the U.S. Securities and
Exchange Commissions are subject to SoX requirements. According to SoX,
CFOs and CEOs must personally certify and be accountable for their firms’
financial records and accounting (Section 302), auditors must certify the under-
lying controls and processes that are used  to compile the financial results of a
company (Section 404), and companies must provide real-time disclosures of any
events that may affect a firm’s stock price or financial performance within a 48-
hour period (Section 409). Penalities for failing to comply range from fines to a
20-year jail term.

While SoX was not originally aimed at IT departments, it soon became clear
that IT played a major role in ensuring the accuracy of financial data. Consequently,
in 2004 and 2005 there was a flurry of activity as IT managers identified controls,
determined design effectiveness, and validated operation of controls through test-
ing. Five IT control weaknesses repeatedly were uncovered by auditors:24

1. Failure to segregate duties within applications, and failure to set up new
accounts and terminate old ones in a timely manner.

2. Lack of proper oversight for making application changes, including
appointing a person to make a change and another to perform quality
assurance on it.

3. Inadequate review of audit logs to ensure that not only were systems
running smoothly but also that there was an audit log of the audit log.

4. Failure to identify abnormal transactions in a timely manner.

5. Lack of understanding of key system configurations.

Although SoX’s focus is on financial controls, many auditors encouraged
(forced) IT managers to extend their focus to organizational controls and risks in
business processes. This means that IT managers must assess the level of controls
needed to mitigate potential risks in organizational business processes. As compa-
nies move beyond SoX certification into compliance, IT managers now must be
involved in ongoing and consistent risk identification, actively recognize and mon-
itor changes to the IT organization and environment that may affect SoX compli-
ance, and continuously improve IT process maturity. It is likely that they will turn
to software to automate many of the needed controls.
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c FOOD FOR THOUGHT: ETHICS AND THE INTERNET

Much debate has been given to privacy and ethics on the Internet. The fact that the
Internet crosses state and country boundaries makes these issues extremely com-
plex. Different cultures, laws, customs, and habits of people from different coun-
tries ensure that each geographical region polices the Internet in very different ways.
As a result, managers face challenges in navigating their organizations through the
murky waters of ethical use of the Internet.

One area of debate is free speech and censorship. On the Internet, the bal-
ance between free speech and censorship is difficult to pinpoint. On the one
hand, the First Amendment of the U.S. Constitution guarantees freedom of
speech, but that is a United States law, not an international law. The Internet
crosses international boundaries, making it a difficult issue to manage.
Accompanying freedom of speech is the burden of responsibility. Do Web sites
that host materials of questionable ethics have the responsibility to make sure
only appropriate visitors have access to that information? For example, a Web
site with pornography is clearly unsuitable for children. Who is responsible for
making sure children do not see it? The Web author? The Web site host? The
site where the children access the Web, such as their school or library? Or the
children’s parents and guardians? In this evolving world of the Internet, the
issues of controlling access, censorship, free speech, and responsibility must be
reexamined. The astute manager has thought out these issues and addressed
them prior to launching the company Web site.

An Internet Code of Ethics is an issue of much debate by the International
Federation of Information Processing (IFIP). IFIP is a nongovernmental, nonprofit
umbrella organization for national societies working in the field of information pro-
cessing. Established in 1960 as part of the United Nations Educational Scientific
and Cultural Organization (UNESCO), IFIP has members from all over the world
and maintains friendly connections to specialized agencies of the UN System and
nongovernmental organizations. This organization’s objectives are to help computer
professionals and systems designers become aware of the social consequences of
their work, to develop criteria to determine the extent to which the public is served
with computers, and to encourage designers and users to take human needs into
account when making system choices.

IFIP is leading the charge for a discussion of a code of ethics for Internet gov-
ernance.25 But consensus among individuals in the United States has not been
reached, much less between individuals in different countries. There is general
agreement among virtually all IS professionals that safeguarding minors and pro-
tecting human dignity is necessary. Virtually all countries have some law or policy
related to these dimensions. But beyond that, there is emotional debate on most
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issues. A well-circulated list of guidelines for computer ethics has been developed
by the Computer Ethics Institute. Figure 8.5 summarizes these as the Ten
Commandments of Computer Ethics.

c SUMMARY

• Due to the asymmetry of power relationships, managers tend to frame ethical con-
cerns in terms of refraining from doing harm, mitigating injury, and paying atten-
tion to dependent and vulnerable parties. As a practical matter, ethics is about
maintaining one’s own, independent perspective about the propriety of business
practices. Managers must make systematic, reasoned judgments about right and
wrong, and take responsibility for them. Ethics is about decisive action rooted in
principles that express what is right and important and about action that is publicly
defensible and personally supportable.

• PAPA is an acronym for the four areas in which control of information is crucial:
privacy, accuracy, property, and accessibility.

• Three important normative theories describing business ethics are: (1)
Stockholder Theory (maximizing stockholder wealth), (2) Stakeholder Theory
(maximizing the benefits to all stakeholders while weighting costs to competing
interests), and (3) Social Contract Theory (creating value for society that is just
and nondiscriminatory).

• Issues related to the ethical governance of information systems are emerging in
terms of the outward transactions of business that may impinge on the privacy
of customers and electronic surveillance and other internally-oriented personnel
issues.

• Security looms as a major threat to Internet growth. Businesses are bolstering
security with hardware, software, and communication devices.

Summary  209

1. Thou shalt not use a computer to harm other people. 
2. Thou shalt not interfere with other people’s computer work.
3. Thou shalt not snoop around in other people’s files.
4. Thou shalt not use a computer to steal.
5. Thou shalt not use a computer to bear false witness.
6. Thou shalt not use or copy software for which you have not paid.
7. Thou shalt not use other people’s computer resources without authorization.
8. Thou shalt not appropriate other people’s intellectual output.
9. Thou shalt think about the social consequences of the program you write.
10. Thou shalt use a computer in ways that show consideration and respect.

FIGURE 8.5 Ten Commandments of Computer Ethics.

Source: Arlene Rinaldi, Florida Atlantic University (1998), available at 
http://wise.fau.edu/netiquette/net/ten.html (verified September 20, 2000).



c KEY TERMS

c DISCUSSION QUESTIONS

1. Private corporate data is often encrypted using a key, which is needed to decrypt the infor-
mation. Who within the corporation should be responsible for maintaining the “keys” to pri-
vate information collected about consumers? Is that the same person who should have the
“keys” to employee data? 

2. Lotus Development Corporation launched its Marketplace product in 1990. The prod-
uct was a marketing database of 120 million U.S. consumers, with demographic informa-
tion based on publicly available information. Each consumer had personal information, such
as name and mailing address. But the value proposition for the product was in the fact that
it combined several publicly available databases and the result was a database that made
assumptions about lifestyle, income, family and marital status, and several other demographic
categories. It was intended to give companies a comprehensive database of individual spend-
ing habits for direct-mail marketing using otherwise unthreatening databases. A grassroots
outcry on the Internet resulted in over 30,000 letters and phone calls from individuals who
wanted their names deleted from the product. The negative press Lotus received, combined
with the flood of letters from consumers who were concerned about invasion of privacy,
caused Lotus to cancel the project. In this case, the resulting database showed patterns of
spending and placed consumers into categories which reflected personal data the consumers
felt was private. But many organizations these days collect individual information, includ-
ing your credit card provider, your bank, your creditors, and virtually any retail store in which
you use a credit card or other identifying customer number. Who owns the information that
is collected? Do you, the person who initially provided information to the collector? Or the
collecting organization that spent the resources to save the information in the first place?

3. Consider arrest records, which are mostly computerized and stored locally by law enforce-
ment agencies. They have an accuracy rate of about 50 percent—about half of them are inac-
curate, incomplete, or ambiguous. These records often are used by others than just law
enforcement. Approximately 90 percent of all criminal histories in the United States are avail-
able to public and private employers. Use the three normative theories of business ethics
to analyze the ethical issues surrounding this situation. How might hiring decisions be influ-
enced inappropriately by this information?

4. The European Community’s Directive on Data Protection that was put into effect in 1998
strictly limits how database information is used and who has access to it. Some of the restric-
tions include registering all databases containing personal information with the countries in
which they are operating, collecting data only with the consent of the subjects, and telling
subjects of the database the intended and actual use of the databases. What effect might
these restrictions have on global companies? In your opinion, should these types of restric-
tions be made into law? Why or why not? Should the United States bring its laws in agree-
ment with the EU Directive?

accessibility (p. 197)
accuracy (p. 196)
cookie (p. 194)
identity theft (p. 197)

privacy (p. 194)
property (p. 196)
Sarbanes–Oxley Act (SoX)
(p. 207)

social contract theory 
(p. 200)
stakeholder theory (p. 199)
stockholder theory (p. 198)
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5. Should there be a global Internet privacy policy?

6. Is anonymous click-stream tracking and profiling objectionable? Is sending targeted adver-
tising information to a computer using cookie ID numbers objectionable?

CASE STUDY 8-1

ETHICAL DECISION MAKING

Situation 1

The secretarial pool is part of the group assigned to Doug Smith, the Manager of Office
Automation. The pool has produced very low quality work for the past several months. Smith
has access to the passwords for each of the pool members’ computer account. He instructs
the pool supervisor to go into each hard drive after hours and obtain a sample document to
check for quality control for each pool member.

Discussion Questions

1. If you were the supervisor, what would you do? 

2. What, if any, ethical propositions have been violated by this situation?

3. If poor quality were found, could the information be used for disciplinary purposes?
For training purposes?

4. Apply PAPA to this situation.

Situation 2

Kate Essex is the supervisor of the customer service representative group for Enovelty.com,
a manufacturer of novelty items. This group spends its workday answering calls, and some-
times placing calls, to customers to assist in solving a variety of issues about orders previ-
ously placed with the company. The company has a rule that personal phone calls are only
allowed during breaks. Essex is assigned to monitor each representative on the phone for
15 minutes a day, as part of her regular job tasks. The representatives are aware that Essex
will be monitoring them, and customers are immediately informed when they begin their
calls. Essex begins to monitor James Olsen, and finds that he is on a personal call regarding
his sick child. Olsen is not on break.

Discussion Questions

1. What should Essex do?

2. What, if any, ethical principles help guide decision making in this situation?

3. What management practices should be in place to ensure proper behavior without vio-
lating individual “rights”?

4. Apply the normative theories of business ethics to this situation.

Situation 3

Jane Mark was the newest hire in the IS group at We_Sell_More.com, a business on the
Internet. The company takes in $30 million in revenue quarterly from Web business. Jane
reports to Sam Brady, the VP of IS. Jane is assigned to a project to build a new capability into
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the company Web page that facilitates linking products ordered with future offerings of the
company. After weeks of analysis, Jane concluded that the best way to incorporate that capa-
bility is to buy a software package from a small start-up company in Silicon Valley, California.
She convinces Brady of her decision and is authorized to lease the software. The vendor 
e-mails Jane the software in a ZIP file, and instructs her on how to install it. At the initial
installation, Jane is asked to acknowledge and electronically sign the license agreement. The
installed system does not ask Jane if she wants to make a backup copy of the software on
diskettes, so as a precaution, Jane takes it upon herself and copies the ZIP files sent to her
onto a set of floppies. She stores these floppies in her desk drawer.
A year later the vendor is bought by another company and the software is removed from

the marketplace. The new owner believes this software will provide them with a competi-
tive advantage they want to reserve for themselves. The new vendor terminates all lease
agreements and revokes all licenses upon their expiration. But Jane still has the floppies she
made as backup.

Discussion Questions

1. Is Jane obligated to stop using her backup copy? Why or why not?

2. If We_Sell_More.com wants to continue to use the system, can they? Why or why not?

3. Does it change your opinion if the software is a critical system for
We_Sell_More.com? If it is a noncritical system? Explain.

Situation 4

In 2000, the rock band Metallica sued Napster for allowing the illegal copying and dis-
tribution of its copyrighted songs. At the Napster site, music fans had swapped songs over
the Internet without charge. The fans searched for their favorite songs by song title or
artist name, and then downloaded the MP3 song files onto their own computers. Metallica
was not only concerned that its work was being illegally copied and distributed, but also
that other artists were being deprived of royalties. Napster argued unsuccessfully that its
site offered unknown musicians a very affordable means of competing against huge cor-
porate conglomerates in making their work known to potential fans around the world.
Thousands of artists approved Napster’s distribution of their music. Napster also helped
fans who legally bought an album to download an MP3 copy to or to compile play lists
from various CDs. The challenge Napster faced was to screen out infringing uses of their
site. But Napster neither knew the contents of files that its users shared, nor monitored
its users’ activities. The Digital Millennium Copyright Act (DCMA) (also discussed in
Chapter 12) states that an Internet service provider like Napster has no duty to monitor
or seek facts showing infringing activities. The only way Napster could know about
infringements and act upon them was through a claim of infringement from a copyright
holder. As a result of the Metallica suit, Napster changed its business model. It now offers
a membership service that allows paying members to listen to and download an unlimited
amount of music.

Discussion Questions

1. Do you think that Metallica’s suit against Napster was justified? Why or why not?

2. Do you think it is ethical to copy MP3 files without paying for them? Why or 
why not?
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Situation 5

The federal government provided $12 million in initial funding for an anti-crime database
called Matrix, which is short for Multi-state Anti-Terrorism Information Exchange. Matrix
combines state records with 20 billion pieces of data provided by a private company. This
additional data includes details on property, boats, and Internet domain names that peo-
ple own, their address history, utility connections, bankruptcies, liens, and business filings.
Law-enforcement officials in Florida, Connecticut, Pennsylvania, Ohio, and Michigan
claim that Matrix is an efficient way for them to get information about suspects. They insist
it only includes public records and does not make predictions about crime or terrorism.
In addition to the participating state law enforcement agencies, federal investigators from
the Department of Homeland Security, FBI, and other agencies would be eligible to access
the database. The American Civil Liberties Union has complained that Matrix could be
used by state and federal investigators to compile dossiers on people who have never been
suspected of a crime. Alabama, California, Colorado, Georgia, Louisiana, Kentucky,
Oregon, South Carolina, New York, Texas, Utah, Wisconsin, and West Virginia have all
pulled out on their participation after actively considering Matrix.

Discussion Questions

1. Do you think Matrix is ethical? Why or why not?

2. Apply PAPA to this situation.

Situation 6

SpectorSoft markets eBlaster as a way to keep track of what your spouse or children are
doing online. Operating in stealth mode, eBlaster tracks every single keystroke entered
into a computer, from instant messages to passwords. It also records every e-mail sent and
received and every Web site visited by the unsuspecting computer user. The data is sent
anonymously to an IP address of the person who installed eBlaster. eBlaster could also be
installed onto a business’s computers.

Discussion Questions

1. Do you think it would be ethical for a business to install eBlaster to ensure that its
employees are engaged only in work-related activities? If so, under what conditions
would it be appropriate? If not, why not?

2. Apply the normative theories of business ethics to this situation.

Source: Situations 1–4 adapted from short cases suggested by Professor Kay Nelson, University of Utah.
The names of people, places, and companies have been made up for these stories. Any similarity to real
people, places, or companies is purely coincidental.
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c9CHAPTER

THE MANAGEMENT
INFORMATION SYSTEMS
ORGANIZATION1

As the dominant utility holding company in the Southeast, Southern Company has
paid a dividend to shareholders every year since 1948. Across all of Southern, total
IT billings declined by $54 million since the turn of the millennium, while service
levels and satisfaction with IT services across its business units and functions have
grown. Southern’s CIO, or chief information officer, attributes much of IT’s suc-
cess to a chargeback system that encourages enterprisewide accountability and
inspires more rational investment approaches. IT divides its $245 million budget
into four chargeback buckets: (1) products—PCs, laptops, PC-based software, and
field operations labor that is billed back to a business group on the basis of units
owned by the business group (for example, PCs are billed to a business group at
$39.50 per month for each PC); (2) services—charges for services performed solely
for the benefit of one user group in a business unit or function that are billed
directly to that group; (3) applications—costs to build and maintain applications
serving functions such as marketing, power transmission, or distributors that are
billed to functions on the basis of time used; and (4) corporate-billed services—
charges for all enterprise-level services such as the mainframe, help desk, and the
network that go directly to the CEOs of Southern’s businesses. The CIO believes
that the chargeback system heightens IT’s performance transparency. Such trans-
parency ensures that IT’s initiatives align with business goals.2

IS organizations come in all shapes and sizes. Each is built around processes
that it performs or supports. These processes fulfill specific needs of internal cus-
tomers. For instance, a telecommunications company with a large technology infra-

1 The authors wish to acknowledge and thank David M. Zahn, MBA 1999, for his help in researching
and writing early drafts of this chapter.
2 Richard Pastore, “The Price of Success,” CIO Magazine (June 1, 2005), available at
https://www.cio.com/archive/060105/transparency_sidebar_three.html (accessed August 15, 2005).

214



Understanding the MIS Organization  215

structure may require distributed processing capabilities, whereas a regional man-
ufacturing plant may require only back-office support. 

Although each IS organization is unique in many ways, all have elements in
common. The focus of this chapter is to introduce managers to the typical activi-
ties of an IS organization in order to facilitate interaction with management infor-
mation systems (MIS) professionals. Managers will be a more effective consumer
of services from MIS professionals in their organization if they understand, in
general, what they do. This chapter examines the roles and tasks of the IS organi-
zation. In addition, it addresses recent issues about organizing and controlling infor-
mation resources—in particular, outsourcing, structuring, and globalization.

c UNDERSTANDING THE MIS ORGANIZATION

Consider an analogy of a ship in a regatta to help explain the purpose of an IS organ-
ization and how it functions. A ship transports people and cargo to a particular des-
tination in much the same way that an IS organization directs itself toward the
strategic goals set by the larger enterprise. Sometimes the IS organization must nav-
igate perilous waters or storms to win a regatta. For both the IS organization and
the ship, the key is to perform more capably than any competitors. It means employ-
ing the right resources to propel the enterprise through the rough waters of busi-
ness. Each of these resources is discussed in the following sections.

Chief Information Officer

If an IS organization is like a ship, then the CIO is at the helm. The CIO is an exec-
utive who manages IT resources in order to implement enterprise strategy. The
Gartner Group defines a CIO as one who “provides technology vision and leadership
for developing and implementing IT initiatives that create and maintain leadership
for the enterprise in a constantly changing and intensely competitive marketplace.”3

This definition may seem clear, but to understand what the CIO does, we
should explore the historical origins of this position. The CIO function is a rela-
tively new position when compared to the more established chief executive officer
(CEO) or chief financial officer (CFO), which have existed in the corporate struc-
ture for decades. In fact, the CIO position did not really emerge until the early
1980s, when top management perceived a need for an executive-level manager to
focus on cutting the ever-increasing costs of IT. Cost-cutting measures typically took
the form of outsourcing arrangements, which are addressed later in this chapter.

The evolution of the CIO’s role closely follows the evolution of technology in
business. Throughout the late 1980s and into the 1990s, technology grew from an
expensive necessity to a strategic enabler. As technology’s role increased in impor-
tance, so did that of the CIO. In fact, many organizations include the CIO as an
integral member of the executive-level decision-making team.

3 Available at http://www.cio.com/forums/executive/gartner_description.html.



CIOs are a unique breed. They have a strong understanding of the business
and of the technology. In many organizations they take on roles that span both of
these areas. More often than not, CIOs are asked to play strategic roles at some
part of their day, and operations roles at other times, rather than spending all of
their time on one or the other. It appears that the scope and depth of the CIO are
expanding. Now, twelve main responsibilities often define the CIO role:

1. Championing the organization. Promoting IT within the enterprise as a
strategic tool for growth

2. Architecture management. Setting organizational direction and priorities

3. Business strategy consultant. Participating in executive-level decision making

4. Business technology planning. Bridging business and technology groups
for purposes of collaborating in planning and execution

5. Applications development. Overseeing legacy and emerging enterprise
initiatives, as well as broader strategic business unit (SBU) and divi-
sional initiatives

6. IT infrastructure management (e.g., computers, printers, and networks).
Maintaining current technologies and investing in future technologies

7. Sourcing. Developing and implementing a strategy for outsourcing (ver-
sus retaining in-house) IT services and/or people

8. Partnership developer. Negotiating relationships with key suppliers of IT
expertise and services and making sure everyone is working toward
mutal goals

9. Technology transfer agent. Providing technologies that enable the enter-
prise to work better with suppliers and customers—both internal and
external—and consequently, increase shareholder value

10. Customer satisfaction management. Understanding and communicating
with both internal and external customers to ensure that customer satis-
faction goals are met

11. Training. Providing training to IT users, as well as senior executives who
must understand how IT fits with enterprise strategy

12. Business discontinuity/disaster recovery planning. Planning and imple-
menting strategies to limit the impact of natural and human-made disas-
ters on information technology and, consequently, the conduct of business

CIOs must work effectively not only within the technical arena, but also in over-
all business management. This means that they need the technical ability to conceive,
build, and implement multiple IT projects on time and within budget. Their tech-
nical skills must be balanced against business skills such as the ability to realize the
benefits and manage the costs and risks associated with IT, to articulate and advo-
cate for a management vision of IT, and to mesh well with the existing management
structure. Further, CIOs must have both the technical and business skills to bridge
the technology and business gaps between available technologies and business needs,
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including nontechnical internal clients. They must see the business vision and under-
stand how the IT function can contribute to realizing this vision.

Where the CIO fits within an enterprise is often a source of controversy. In
the early days of the CIO position, when the CIO was predominantly responsible
for controlling costs, the CIO reported to the chief financial officer (CFO). Because
the CIO was rarely involved in enterprise governance, this reporting structure
worked. However, as IT burgeoned into a source for competitive advantage in the
marketplace, reporting to the CFO proved too limiting. Conflicts arose because the
CFO misunderstood the vision for IT or saw only the costs of technology, or because
management still saw the CIO’s primary responsibility as controlling costs. More
recently, CIOs report directly to the CEO, president, or other executive manager.

Confusion often occurs regarding whether the CIO is more of a strategist or
operational manager. He or she is often asked to be both. Because the CIO is the
top IS professional in the hierarchy, it is imperative that this person also be a strate-
gist. The title CIO signals to both the organization and to outside observers that this
executive is a strategic IS thinker, and is responsible for linking IS strategy with the
business strategy. With the increasing importance of the Internet to every business,
the CIO is increasingly asked to assist, advise, and participate in discussions where
business strategy is set. However, just as the CFO is somewhat involved in opera-
tional management of the financial activities of the organization, the CIO is involved
with operational issues related to IS. These include activities such as identifying and
managing the introduction of new technologies into the firm, setting purchasing and
vendor policies, and managing the overall IT budget. Actual day-to-day management
of the data center, the vendor portfolio, and other operational issues is typically not
handled directly by the CIO, but by one of the managers in the IS organization.

Some organizations choose not to have a CIO. These organizations typically
hire an individual to be responsible for running the computer systems and possi-
bly to manage many of the activities described later in this chapter. But they sig-
nal that this person is not a strategist by giving them the title of data processing
manager or director of information systems or some other reference that clearly
differentiates this person from other top officers in the company. Using the words
chief and officer usually implies a strategic focus, and some organizations do not
see the value of having an IS person on their executive team.

What, then, does a CIO do? Although there is no such thing as an average day
in the life of a CIO, the following example provides a reference point. In 1996, Levi
Strauss & Company sought a new CIO.4 Although Levi Strauss’s IT was in accept-
able shape, problems existed. First, the IS organization was viewed by many as a
stepchild, a necessary component of the enterprise, but one that did not contribute
materially to its success. Second, Levi Strauss was working to recover from a mas-
sive reorganization earlier in the decade, which had cost millions of dollars and hun-
dreds of jobs, as well as waning morale, lingering resentment, and general ill will.
Finally, the role of IT was poorly matched to the strategic goals of the company.

4 Tom Field, “Great Expectations: Growing Companies and Changing Times Make Tomorrow a
Challenge for Today’s New CIOs,” CIO Magazine (September 15, 1997), p. 245.



The new CIO faced a daunting job: solve Levi Strauss’s Y2K problem, deliver new
IT tools—such as those that could produce the new custom-fit jeans called Personal
Pair to retail outlets—develop new metrics for tracking IT’s value, and forge new
relationships with external and internal business leaders.5

The new CIO, Linda Glick, was a 21-year veteran of Levi Strauss known for her
practicality, partnering capabilities, and ability to get the job done. Peter Jacobi, the
president of Levi Strauss, described her as fearless. In her job as CIO, Glick tackled
the Y2K problem, brought a new attitude to the much-maligned IS department, and
began to form the executive-level partnerships necessary to become an advocate for
IT within the Levi Strauss organization. She led Levi Strauss, in late 1998, to enter
the world of electronic commerce with an online store. No one could tackle all of Levi
Strauss’s problems overnight, but Glick’s situation typifies the challenges CIOs face.

Chief Technology Officer, Chief Knowledge Officer, and Other Similar Roles

Although the CIO’s role is to guide the enterprise toward the future, this respon-
sibility is frequently too great to accomplish alone. Many organizations recognized
that certain strategic areas of the IS organization require more focused guidance.
This recognition led to the creation of new positions, such as the chief knowledge
officer (CKO), chief technology officer (CTO), chief telecommunications officer
(also CTO), chief network officer (CNO), chief information security officer (CISO),
chief privacy officer (CPO), and chief resource officer (CRO). See Figure 9.1 for
a list of their different responsibilities. Each of these positions typically subordi-
nates to the CIO, with the occasional exception of the chief technology officer. 

The chief technology officer (CTO) often works alongside the CIO. The
CTO must have enough business savvy and communication skills to create an
organizational vision for new technologies, as well as to oversee and manage the
firm’s technological operations and infrastructure. The new position is often cre-
ated because one person isn’t qualified to fill the broadly defined CIO role. 

New “chief” roles spring up almost daily as enterprises try to share the com-
plex and growing responsibilities of managing IT. Giving someone the title of “chief”
is one way to signal that this individual is ultimately responsible for decisions in
their area, even though he or she does not report directly to the CEO of the enter-
prise. This individual is recognized to be the most senior person in the organiza-
tion charged with responsibility for that functional area. For example, Earthlink,
one of the largest U.S. information service providers (ISPs), created the office of
chief privacy officer (CPO) to interface with the FBI and privacy advocates about
the mandated use of Carnivore, a controversial e-mail surveillance tool. The CPOs
at AllAdvantage.com, AT&T, and Excite@home represent customers’ privacy inter-
ests in negotiations with business developers, top management, and technology
executives.6General Motors established divisional CIO positions that report to the
corporate CIO.7 Other firms eliminated the CIO altogether in favor of some con-

218 c Chapter 9 The Management Information Systems Organization

5 Ibid.
6 Steve Ulfleder, “ohNo, Not Another O,” CIO Magazine (January 15, 2001), available at
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7 Lauren Gibbons Paul, “A Separate Piece,” CIO Magazine (October 15, 1998).
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Title Responsibility

Chief technology officer (CTO) Track emerging technologies

Advise on technology adoption

Design and manage IT architecture to 
ensure consistency and compliance

Chief knowledge officer (CKO) Create knowledge management infra-
structure

Build a knowledge culture

Make corporate knowledge pay off

Chief telecommunications officer (CTO) Manage phones, networks, and other com-
munications technology across entire 
enterprise

Chief network officer (CNO) Build and maintain internal and external 
networks

Chief resource officer (CRO) Manage outsourcing relationships

Chief information security officer (CISO) Ensure information management prac-
tices are consistent with security 
requirements

Chief privacy officer (CPO) Responsible for processes and practices 
that ensure privacy concerns of customers,
employees, and vendors are met

FIGURE 9.1 The CIO’s lieutenants.

figuration of the typically subordinate positions. These enterprises hope that flat-
ter organizations will prove more effective.

Other Information Systems Organizational Roles

In addition to the CIO role, MIS organizations are home to many different types
of professionals. Figure 9.2 describes some of the most common roles such as IS
manager, system developer, business analysts, database administrator (DBA), oper-
ations personnel, support personnel, developer, and Web-based roles. Some of the
many other roles within an IS organization include networking specialists, imple-
mentation consultants, and vendor relationship specialists. The simplified IS organ-
ization chart shown in Figure 9.3 gives a view of the reporting relationships that
can exist.

c INFORMATION SYSTEMS ORGANIZATION PROCESSES

The general manager needs to understand the processes internal to the IS group
in order to interact effectively with that group to accomplish business goals. Several
processes that typify most organizations’ IS, as well as the personnel responsible
for performing them, are discussed next. 
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IS  
Manager

System  
Developer

Business  
Analyst

Database  
Administrator  
(DBA)

Operations  
Personnel

Support  
Personnel

Developer

Webmaster

Web Designer

Implement strategy; lead systems 
implementation projects; 
counterpart to general manager

Write new software applications; 
upgrade and maintain existing 
systems. Some systems developers 
(i.e., Web developers) code and 
implement Web-based systems 
that are seen by both internal 
employees and external 
stakeholders.

Translate business requirements 
into implementable IT solutions

Implement and maintain the 
software and hardware needed for 
corporate data

Run, monitor, and maintain the 
production hardware and 
software applications within an IS 
organization; often found in data 
centers where mainframes and 
servers are housed

Fill support roles such as help 
desk, project management, and 
desktop services

Develop new processes, 
methodologies, products and 
services; may serve on cross-
functional teams

Bear responsibility for all Web 
activities (Web sites viewed 
internally and externally)

Design the interface for each 
Web page; typically uses an 
approach that differs from system 
developer

Understand both business and 
technology; can see “big picture” 
and details of operations

Programming abilities, familiarity 
with systems development and 
related life cycle methodologies, 
creative problem-solving talents, 
cross-technology knowledge

Understand core business 
requirements; technical and 
communication skills

Knowledge of technology: 
database management systems, 
multiple operating systems, 
hardware products and services, 
programming languages, 
telecommunications, and other 
technologies that use databases

Specialized knowledge to monitor 
and maintain hardware and 
software; usually very techically 
skilled to handle mission-critical 
technologies

Skills vary depending upon role

Multidisciplinary skills to develop 
or identify next generation 
products

Extensive knowledge of coding, 
design, hyper-linking, and Web 
trends

Knowledge of user interface 
design, graphic arts or other visual 
expertise

Job Title Job Description Needed Skills

FIGURE 9.2 IS organization roles.



Systems Development

The primary processes performed by most IS organizations are that of building
and developing systems. Systems development itself is discussed in more detail
in Chapter 11, the chapter on project management. In this core IS organization
process, business analysts and systems developers work together in analyzing
needs, designing the software, writing or coding the software, and testing to make
sure the software works and meets the business objectives. However, with the
proliferation of software companies offering a wide range of packages off the
shelf, the trend is toward buying, rather than making, systems. In that case, sys-
tems development processes identify and acquire outside software packages to
fill a need for individuals in the organizations. This process also includes installing
the package and setting any necessary options and parameters to ensure the sys-
tem runs properly.

Systems Maintenance

Once installed, systems do not function entirely on their own. Many people work
toward their continued maintenance. For instance, once a general ledger system
is installed, support personnel or DBAs monitor the daily processing of transac-
tions and reports. Developers and business personnel address post-implementa-
tion needs, such as writing additional reports or reconciling system errors. Systems
developers provide upgrades as they become available. General business managers
interact with IS managers and developers to arrange access to new reports, or to
report problems they experience with systems functioning. Auditors work with the
CIO to ensure compliance of enterprise systems with legislation such as
Sarbanes–Oxley Act (discussed in Chapter 8).
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Data Center Operations 

The data center typically houses large mainframe computers or rows of servers.
Most of the company’s data and business applications reside somewhere in the data
center alongside remote-access technologies that connect the enterprise to the out-
side world. General managers rarely have direct contact with data center person-
nel unless they experience processing problems. Such problems are usually
reported to IS managers during processing meetings attended by business and IS
representatives. Although these reports are sometimes made electronically, larger
problems often require direct contact.

Information Management and Database Administration

Managing the information in the enterprise is of particular concern to the MIS
organization. This text devotes an entire chapter to knowledge management
(Chapter 12), however the management of the data itself is a process unique to the
MIS group. This process includes the activities of collecting and storing the actual
data created, developed, or discovered by the enterprise. For example, deciding
on the format, location, and indexing of stored data are tasks typically done by data-
base administration processes.

Internet Services

Such technologies as intranets, extranets, Web pages, and e-mail are becoming
essential in most business environments. General managers must interact with the
Web master, Web designers, and Web developers who develop and maintain
Internet capabilities. To implement a successful Web site, the IS manager and the
general manager must agree on a team to support a variety of activities. At a min-
imum, processes needed by an organization to run a robust Web page include site
design and site maintenance processes. Increasingly, companies are considering
outsourcing many of their Web-based activities, which means that someone must
manage and coordinate these services in order to ensure that the right services
are provided.

Networking Services

When problems connecting to the local area network (LAN) arise or when a new
user needs to set up new PCs for a department, the networking group eventually
processes the request. Networking groups design network architecture. They also
build and maintain the network infrastructure, keeping abreast of the latest tech-
nology and anticipating future needs. Upgrading networks is often expensive and
slow, so anticipating future needs is an important concern. Networking services are
the side of the IS organization that is most visible to end users.

Certain networking systems, along with telephone systems, access to the Internet,
and new wireless technologies fall under the rubric of telecommunications.
Although some may not realize that telecommunications fall under the purview of
IS, this service constitutes a vitally important strategic concern. General managers
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should concern themselves with telecommunications because the quality of service
provided affects the daily operations of the business. Telephones that do not work or
voice mail systems that lose messages can affect the bottom line. Moreover, telecom-
munications costs are typically charged back to the business area cost center.

New Technology Introduction

The chief technology officer (CTO) or new technology groups assess the costs and
benefits of new technologies for the enterprise. They are the way many innova-
tions formally enter an organization. The CTO or new technology group works
closely with business groups to determine which technologies can provide the
greatest benefit and how the technologies might impact the organization.
Technology personnel and developers stay abreast of trends through online
newsletters, periodicals, trade shows, product testing, and close relationships with
user groups and vendors. They make sure that they don’t miss trends that would
give the competition the chance to capitalize on new cost savings or sources of
revenue.

Resource Management

Business projects often require support from personnel with specific IS skills. On
occasions when these skills are not to be found within the IS organization, business
managers must still rely on IS colleagues to aid in the search outside the organi-
zation. Sometimes, IS personnel directly manage all hiring or contracting for the
required services because they can leverage specialized knowledge of contract labor
houses, offshore outsourcing shops, or negotiated outsourcing relationships.

General Support

Processes in place to support day-to-day business operations vary depending on the
size of the enterprise and the levels of support required. Typically, support requests
are centralized so they can be tracked for quality control purposes. Often IS organ-
izations maintain first client contact through a centralized help desk even for such
diverse services as networking and telecommunications. The help desk serves as
the primary point of contact for technical questions and problem reporting.
Centralizing help desk activities allows IS managers to track performance and
results more efficiently. It also gives businesspeople a single phone number or e-
mail address to remember in times of need.

Help desks are not usually manned by people who solve the problem. Help
desk personnel collect pertinent information, record it, determine its priority, con-
tact the appropriate support personnel, and follow up with the business contacts
with updates or resolution information. For help beyond daily support, most organ-
izations also maintain a customer service request (CSR) process. A paper or elec-
tronic form is used to allow a businessperson to describe the nature of the request,
its priority, the contact point, and the appropriate cost center. CSRs initiate much
of the work in IS organizations.
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c WHAT A MANAGER CAN EXPECT FROM THE IS DEPARTMENT

This chapter explores the roles and processes performed by a typical MIS organi-
zation. In particular, we look at the MIS department from an organizational per-
spective. We now turn to the customer of the MIS organization, the general
manager or “user” of the systems. What can a manager expect from the IS depart-
ment? 

Managers must learn what to expect from the IS organization so they can plan
and implement business strategy accordingly. A manager can expect eight core
activities: (1) anticipating new technologies, (2) participating in setting and imple-
menting strategic goals, (3) innovating current processes, (4) managing supplier
relationships, (5) establishing architecture platforms and standards, (6) promoting
enterprise security, (7) planning for business discontinuities, and (8) managing
human resources.8

Anticipating New Technologies

Given the breakneck speeds at which technology moves, IT must keep an eye
toward the horizon in order for an enterprise to leverage state-of-the art tools.
Doing so is not as simple as saying, “We need the latest version of WareSoft Version
2.1.” IT must weigh the risks and potential benefits of early adoption of technol-
ogy. IT must understand technology trends so that the enterprise does not invest
heavily in new technologies that quickly become obsolete or incompatible with
other enterprise standards. This situation is not unlike the situation many experi-
enced after investing in the Beta format for VCRs, only to find themselves with
useless equipment and tapes when the VHS format became the de facto standard.
To correctly assess the enterprise’s needs, business and IS staff must work closely
to evaluate which technologies can best advance the business strategy. It is the job
of the IS department to scout new technology trends and help the business inte-
grate them into planning and operations.

Strategic Direction

Ideally, IS staff enable business managers to achieve strategic goals by acting as
consultants or by teaching them about developing technologies. As consultants, IS
can advise managers on best practices within IT and work with them to develop
IT-enhanced solutions to business problems. For example, Jim Dowling, the direc-
tor of corporate information systems at Bose Corporation, designated more than
100 of his IT personnel as internal IT consultants.9 He asked them to fulfill a role
similar to that of external consultants in that they understand and address both tech-
nical and business issues. As consultants, they act with a degree of autonomy from
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the current IT organization; their status provides them unusual flexibility in order
to move quickly and, ultimately, save money.

IS personnel also educate managers about current technologies as well as IT
trends. Sharing business and technical knowledge between groups encourages
better, more informed decisions across the enterprise. No longer anonymous
techies, IS staff are partners in moving the enterprise forward. They must initi-
ate, foster, and grow strong partnerships with their business colleagues. Greg
Walton, vice president and CIO at Carilion Health System in Roanoke, Virginia,
for instance, stations his internal consultants within the enterprise 
business units.10 Thus, Carilion’s IT professionals represent both business con-
cerns to the IS organization and IS concerns to the business leaders. This tighter
relationship improves integration between systems and business and helps in
using IT to the company’s strategic advantage.

Process Innovation

IT staff, especially IS managers, business analysts, and developers, work with man-
agers to innovate processes that can benefit from technological solutions. Such solu-
tions can range from installing voice mail to networking personal computers or
automating general ledger transactions. Business process reviews usually begin with
a survey of best practices. IT becomes an integral component of new processes
designed for the enterprise. Thus, IS personnel can play a crucial role by design-
ing systems that facilitate these new ways of doing business. 

When systems are incorrectly designed, or when IS processes do not function
correctly, IS can become a “disabler” of innovation. In some cases, the lack of flex-
ibility in existing systems, and the reluctance to discard technology before the
investment return is realized, block business managers from implementing deci-
sions they would otherwise choose to make.

Supplier Management

As more companies adopt outsourcing as a means of controlling IT costs and acquir-
ing “best of breed” capabilities, managing these supplier relationships becomes
increasingly important. IS must maximize the benefit of these relationships to the
enterprise and preempt problems that might occur. Failure in this regard could
result in deteriorating quality of service, loss of competitive advantage, costly con-
tract disputes, low morale, and loss of key personnel.

One of the most famous illustrations of supplier management derives from
the experience of an originator of the concept: the Eastman Kodak Company.
In 1989, Kodak outsourced its data center operations to IBM, its network to
Digital Equipment Company, and its desktop supply and support operations to
Businessland.11 Kodak managed these relationships through strategic alliances.12
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Kodak retained IS staff to act on behalf of its business personnel with outsource
vendors. Vendor contracts created incentives for new investment in technology
and provided enough flexibility to encourage quick problem resolution. Vendors
made fair profits and received additional business if they performed well. Within
a couple of years, Kodak’s capital expenditures attributable to computing
dropped by 90 percent.13 Its approach to supplier management became a model
emulated by Continental Bank, General Dynamics, Continental Airlines, and
National Car Rental.14

Architecture and Standards

Given the complex nature of IT in the enterprise, the role of IS in developing, main-
taining, and communicating standards is critical. Failure could mean increased
maintenance costs due to incompatibilities between platforms, redundant or incor-
rect data, and slow processing. For example, precise naming standards are crucial
in implementing a new data warehouse or accounts payable system. Even small vari-
ations in invoice entries—the difference between showing a payment to “IBM,”
“I.B.M.,” or “International Business Machines”—could yield incomplete informa-
tion when business managers query the data warehouse to understand how much
was paid to the vendor in a given period. Inconsistent data undermines the integrity
of a data warehouse.

Security

Information security is generally seen as very technical and only dealing with the
internal operations of the IT department. However, this process is actually one of
importance to all general managers since it involves maintaining the integrity of
the organizational infrastructure. IS security is much more than a technical prob-
lem. Rather, it is a social and organizational problem because the technical systems
are operated and used by people. 

Since general managers typically look to IS to handle security, IS identifies and
prioritizes threats to the company’s information assets. IS develops and implements
security policies and technical controls to address each threat. Since many secu-
rity breaches are the result of human negligence enabled by weak operational prac-
tices, IS works with the business units to make their operational practices more
secure and to train employees about security risks and the importance of security
to their work. IS typically is also responsible for implementing an awareness pro-
gram that keeps security on employees’ minds as they deal with information on a
daily basis.
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Business Continuity Planning

The events of September 11, 2001, presented disaster impacts that few organiza-
tions ever face. Yet, it is important for companies to anticipate this and other
human-made disasters, as well as natural disasters created by hurricanes, tornadoes,
floods, or other forces of nature. Business continuity planning by the MIS organ-
ization ensures that the company is not put out of business by failing information
systems. We explored this topic in Chapter 6, but we reiterate it here because of
its critical role in MIS organizations.

Because of its business continuity planning, the Nasdaq was back up and trad-
ing within six days of the World Trade Center catastrophe. Nasdaq used extensive
Y2K and decimalization plans to help rehearse for disasters that might force it to dis-
continue trading. Its plan included an established 24/7 emergency “crisis line” tele-
conference call; several site-specific hotlines to inform staff of site closures,
redirections, and status; a Web site with real-time situation updates; three separate
contact phone groups; and psychological and emotional counseling availability to
employees within a day.15 Because the information resources are so integral to busi-
ness operations, the IS organization is typically in charge of planning for possible sce-
narios leading to business discontinuity. This planning may include establishing “cold
sites” or “hot sites” where computing can be brought back up if the main site is put
out of commission. It also means preparing, distributing, and rehearsing responses
to situations that would cause a company to stop its operations for any reason.

Human Resource Management

IS must manage its own resources. Doing so means providing sufficient business
and technical training so that staff can perform effectively and retain their value to
the enterprise. Additional human resource activities include hiring and firing, train-
ing, tracking time, and managing budgets, operations, and projects. These activi-
ties often affect one another. For example, some companies seek to fill positions
that require “hot” skills, or technology skills that are in high demand, by hiring IS
staff who have acquired and used the needed skills at other organizations. Other
companies turn to offshoring for immediate fulfillment of hot skills needs. Still other
companies adopt a policy of growing their own. They attempt to hire and retain
their employees for the employees’ entire work careers. To make sure that these
employees have hot skills when needed, they maintain a skills inventory and train
employees according to a plan that reflects anticipated technical needs. Because
most IS organizations lack their own human resource (HR) departments, individ-
ual managers bear these responsibilities. It is often wise for them to work with com-
pany HR personnel, who may be familiar with interviewing approaches, personnel
laws, regulations, and trends. For example, HR personnel may be aware of pro-
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fessional issues related to the retirement of baby boomers that IS managers may
not tend to consider.

Most IS activities fall within the categories described in this section. In addi-
tion, however, business managers can expect the user management activities shown
in Figure 9.4.

c WHAT THE IS ORGANIZATION DOES NOT DO

This chapter presented typical roles and processes for IS organizations. Although most
IS professionals are asked to perform a wide range of tasks for their organization, in
reality the IS organization should not do a number of specific tasks. Clearly, the IS
organization does not directly do other core business functions such as selling, man-
ufacturing, and accounting. Sometimes, however, managers of these functions 
inadvertently delegate key operational decisions to the IS organization. When gen-
eral managers ask the IS professional to build an information system for their organ-
ization and do not become active partners in the design of that system, they are in
effect turning over control of their business operations. Likewise, asking an IS pro-
fessional to implement a software package without partnering with that professional
to ensure the package not only meets current needs, but future needs as well, is ced-
ing control. The IS organization does not design business processes.

As discussed in Chapter 2, when using IS for strategic advantage, the general
manager, not the IS professional, sets business strategy. However, in many organ-
izations, the general manager delegates critical technology decisions to the CIO,
which in turn may limit the strategic options available to the firm. The role for the
IS professional in the discussion of strategy centers on suggesting technologies and
applications that enable strategy, identifying limits to the technologies and appli-
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cations under consideration, and consulting with all those involved with setting
strategic direction to make sure they properly consider the role and impact of IS
on the decisions they make. The IS organization does not set business strategy. 

c ORGANIZING AND CONTROLLING IS PROCESSES 

IS managers confront many of the same challenges other managers face in today’s
business environment. How IS managers address them directly affects the work of
the general managers. The earlier example concerning naming standards illustrates
this point. Because small decisions, such as a standard spelling for “IBM” on ven-
dor payments, can have far-reaching effects, larger decisions, especially strategic
ones, may reach even further. This section discusses three key issues related to
organizing and managing IS processes: outsourcing, structuring, and globalization. 

Outsourcing

Beginning in the 1970s, some IT managers turned to outsourcing as an important
weapon in the battle to control costs. Outsourcing means the purchase of a good
or service that was previously provided internally. With IT outsourcing an outside
vendor provides IT services traditionally provided by the internal MIS department.
Over the years, however, certain motives for outsourcing changed. This section
examines outsourcing’s drivers and disadvantages, models for outsourcing, and ways
of avoiding pitfalls.

Outsourcing Drivers

What factors drive companies to outsource? One of the most common is the need
to reduce costs. Outsourcing suppliers derive savings from economies of scale. They
realize these economies through centralized data centers, preferential contracts
with suppliers, and large pools of technical expertise. Most often, enterprises lack
such resources on a sufficient scale within their own IS departments. A single com-
pany may need only 5,000 PCs, but an outsourcer can negotiate a contract for
50,000 and achieve a much lower unit cost. 

A second common factor driving companies to outsource is to help a company
transition to new technologies. Outsourcers generally provide access to larger pools
of talent and more current knowledge of advancing technologies. For example,
many outsourcers gained vast experience solving Y2K problems, whereas IS staff
within a single company only had limited experience. The vendor’s experienced con-
sultants were more readily available to the marketplace than any comparably trained
and experienced IT professionals who might be recruitable for in-house employ-
ment. Many companies turned to outsourcers to help them implement Web sites,
ERP, and client/server systems. 

Third, by bringing in outside expertise, management often can focus less atten-
tion on IS operations and more on core activities. MIS department personnel man-
age the relationships with outsourcers and are ultimately still responsible for IS
services. Using outsourcers, which are separate businesses rather than internal

Organizing and Controlling IS Processes  229



departments, frees up managers to devote their energies to areas that reflect core
competencies for the business. 

Fourth, to the extent that outsourcers specialize in IS services, they are likely
to understand how to hire, manage, and retain IS staff effectively. An outsourcer
often can offer IS personnel a professional environment that a typical company can-
not afford to build. For example, a Web designer would have responsibility for one
Web site within a company, but for multiple sites at an outsourcer. It becomes the
outsourcer’s responsibility to find, train, and retain highly marketable IT talent. An
outsourcing vendor often can provide greater opportunity for training and advance-
ment in IT than can a single MIS organization. Outsourcing relieves an employer
of costly investments in continuous training so that IT staff can keep current with
marketplace technologies, and the headaches of hiring and retaining a staff that eas-
ily can change jobs with more pay or other lures.

Fifth, as long as contract terms effectively address contingencies, the larger
resources of an outsourcer provide greater capacity on demand. For instance, at
year-end, outsourcers potentially can allocate additional mainframe capacity to
ensure timely completion of nightly processing in a manner that would be impos-
sible for an enterprise running its own bare-bones data center. 

Finally, an outsourcer may help a company overcome inertia to consolidate data
centers that could not be consolidated by an internal group, or following a merger
or acquisition. Outsourcing may also offer an infusion of cash as a company sells its
equipment to the outsourcing vendor. These drivers are summarized in Figure 9.5.

Outsourcing Disadvantages

Opponents of outsourcing cite a number of disadvantages (see Figure 9.5). A man-
ager should consider each of these before making a decision about outsourcing.
Each can be mitigated with effective planning and ongoing management. 

First, outsourcing requires that a company surrender a degree of control over
critical aspects of the enterprise. The potential loss of control could extend to sev-
eral areas: control of the project, scope creep, the technologies, the costs, and their
company’s IT direction. By turning over data center operations, for example, a
company puts itself at the mercy of an outsourcer’s ability to manage this func-
tion effectively. A manager must choose an outsourcer carefully and negotiate
terms that will support an effective working relationship.
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Second, outsourcing decisions can be difficult and expensive to reverse.
Unless experienced IT staff can contribute elsewhere in the firm, outsourcing
major IT functions means staff will be lost either to the outsourcer or to other
companies. When IT staff get news that their company is considering outsourc-
ing, they often seek work elsewhere. Even when staff are hired by the outsourcer
to handle the account, they may be transferred to other accounts, taking with
them critical knowledge. If an outsourcing relationship becomes difficult to man-
age, or if anticipated cost savings are not realized, backsourcing, or returning
to an “in-sourced” status, requires the enterprise to acquire the necessary infra-
structure and staff. 

Third, outsourcing contracts may not adequately anticipate new technological
capabilities. Outsourcers may not recommend so-called bleeding edge technolo-
gies for fear of losing money in the process of implementation and support, even
if implementation would best serve the client. Thus, poorly planned outsourcing
risks a loss in IT flexibility. For example, some outsourcers were slow to adopt
Internet technologies for their clients because they feared the benefits would not
be as tangible as the costs of entering the market. This reluctance impinged on
clients’ ability to realize business strategies involving e-business.

Fourth, by surrendering IT functions, a company gives up any real potential
to develop them for competitive advantage—unless, of course, the outsourcing
agreement is sophisticated enough to comprehend developing such advantage in
tandem with the outsourcing company. However, even these partnerships poten-
tially compromise the advantage when ownership is shared with the outsourcer, and
the advantage may become available to the outsourcer’s other clients. Under many
circumstances, the outsourcer becomes the primary owner of any technological
solutions developed, which allows the outsourcer to leverage the knowledge to ben-
efit other clients, possibly even competitors of the initial client. 

Fifth, contract terms may leave clients highly dependent on their vendor, with
little recourse in terms of terminating troublesome vendor relationships. Outsourcers
avoid entering relationships in which they might face summary dismissal. Clients
must ensure that contract terms allow them the flexibility they require to manage
and, if necessary, sever supplier relationships. The 10-year contracts that were so
popular in the early 1990s are being replaced with shorter duration contracts last-
ing 3–5 years. The contracts are being tightened by adding clauses describing actions
to be taken in the event of a deterioration in quality of service or noncompliance to
service-level agreements. Service levels, baseline period measurements, growth
rates, and service volume fluctuations are specified to reduce opportunistic behav-
ior on the part of the outsourcing vendor. Research demonstrates that tighter con-
tracts tend to lead to more successful outsourcing arrangements.16 Unfortunately,
a tight contract does not provide much solace to an outsourcing company when a
vendor goes out of business.
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Sixth, when a company turns to an outsourcer, it must realize that its compet-
itive secrets are harder to keep. Its databases are no longer kept in-house, and the
outsourcer’s other customers may have easier access to sensitive information.

Finally, although many companies turn to outsourcing because of perceived cost
savings, these savings may never be realized. Typically, the cost savings are premised
upon activities that were performed by the company. However, implementation of
new technologies may fail to generate any savings because the old processes upon
which they were premised are no longer performed. Further, the outsourcing com-
pany is, to some extent, at the mercy of the outsourcer. Increased volumes due to
unspecified growth, software upgrades, or new technologies not anticipated in the
contract may end up costing a firm considerably more than it anticipated when it
signed the contract. Finally, some savings, while real, may be hard to measure.

Outsourcing Models

The classic outsourcing model dictates that an enterprise should outsource only
those functions that do not give it competitive advantage. For instance, mainframe
computer maintenance and monitoring are not often considered core competen-
cies of an enterprise and therefore are often farmed to vendors such as Computer
Sciences Corporation or Electronic Data Systems. In the early days of outsourc-
ing, such contracts ran long term—often for 10 years or more. Frequently, out-
sourcers took over entire IS departments, including people, equipment, and
management responsibility. This classic approach prevailed through most of the
1970s and 1980s, but then experienced a decline in popularity.

In 1989, Kodak’s multivendor approach to meeting its IS needs created the
“Kodak effect.” Kodak’s watershed outsourcing arrangement ushered in changes
to outsourcing practices in the 1990s that put all IS activities up for grabs, includ-
ing aspects that provide competitive advantage. As relationships with outsourcers
become more sophisticated, companies realize that even such essential functions
as customer service are sometimes better managed by experts on the outside.
Sometimes these experts may be offshore. In addition, the ubiquity of the Internet
spawns a series of new application service providers (ASPs) who perform similar
services using Web-based applications.

Application Service Provider Model An application service provider (ASP)
is a company that “rents” the use of an application to the customer. In return, the
ASP provides not only the software, but also the infrastructure, people, and main-
tenance to run it. It is different from the traditional outsourcing relationship in
which an entire IS shop is run by an outside organization. With an ASP, the out-
sourcing occurs application by application. The goal is to provide trouble-free oper-
ation for the customer. This model is particularly useful for the IS that are necessary,
but not core, to the business. Companies use ASPs to free up IT staff, combine
data resources, rapidly deploy new applications, control a widely distributed user
base, develop a non-IT-based application, implement new technologies, and in
many other ways. For example, Agillion.com offers a site for the small busi-
nessperson. The site offers tools for managing customers, interacting with cus-
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tomers, and supporting the marketing, sales, and communications functions
throughout the business. When a customer uses Agillion.com, all information pro-
cessing is done at Agillion.com’s computer center, not at the customer’s computer.
Agillion.com, in essence, proposes to be the information systems (IS) team for its
customers. A large number of ASPs are available; WebHarbor.com offers a search
engine to help locate the ASP that offers exactly the services needed.

First among the many benefits to using ASPs, in this age of the IS professional
shortage, is that ASPs relieve their customers of the burden of finding and hiring
IS staff. Second, the ASP is typically responsible for security and maintenance of
the systems, which makes it easier to scale and manage systems. Third, ASPs deploy
and install new applications, making it possible to manage the uneven requirements
typically associated with these activities. By relying on ASPs, IS organizations can
focus their resources on core business applications that are not only critical to the
business, but provide strategic or operational advantages. Finally, companies turn
to ASPs to provide the infrastructure and applications necessary to get the busi-
ness up and running. The CEO of Barnesandnoble.com commented that his com-
pany plans to outsource nearly its entire Web infrastructure. “We’re not going to
be in the server business. I want to run the interface, the content, and the user
experience. But I don’t want to have to power it myself,” he said.17

Full vs. Selective Outsourcing Models Once a company decides to out-
source, despite possible disadvantages, it must decide whether to pursue it fully
or selectively. As the term full outsourcing implies, an enterprise can outsource
all its IT functions from desktop services to software development. An enterprise
would outsource everything if it does not view IT as a strategic advantage that it
needs to cultivate internally. Full outsourcing can free resources to be employed
in areas that add greater value. It can also reduce overall cost per transaction due
to size and economies of scale.18 Many companies outsource IT simply to allow
their managers to focus attention on other business issues. Others outsource to
accommodate growth and respond to their business environment. Palm Inc. had
no choice but to outsource when it split off from parent 3Com Corp. It was a $3
billion company with a 100 percent annual growth rate that had to build its inter-
nal capabilities quickly.19

With selective outsourcing, an enterprise chooses which IT capabilities to
retain in-house and which to give to an outsider. A “best-of-breed” approach is taken
in which suppliers are chosen for their expertise in specific technology areas. Areas
include Web site hosting, business process application development, help desk sup-
port, networking and communications, and data center operations. Although an
enterprise can acquire top-level skills and experience through such relationships, the
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effort required to manage them grows tremendously with each new supplier. Still,
selective outsourcing gives greater flexibility and often better service due to the com-
petitive market.20To illustrate, an enterprise might retain a Web development firm
to handle electronic commerce and at the same time select a large outsourcer, such
as Perot Systems, to assume mainframe maintenance. Such firms as GM and
Southland Corporation have adopted this approach, also called “strategic sourcing.”

To illustrate the ins and outs of selective and full outsourcing, consider the case
of a company that pursued both approaches. British Petroleum (BP) selected only
a few outsourcers with short-term contracts to meet its IT needs.21 BP awarded
Sema Group management of its data center, Science Applications International
Corporation, its European IT facility management and company-wide applications
support, and Syncordia, its telecommunications and telex networks. This arrange-
ment was selective in that BP chose each company for its particular expertise, but
full in that BP turned over a significant percentage of its IT to outsourcers. Thus,
it gained the benefits of best of breed and competitive pricing along with fewer
contract management worries and the ability to develop long-term relationships.
BP encouraged the outsourcers to work together to provide high-quality services. 

What were the results of BP’s approach? The company saw its IT costs fall from
$360 million in 1989 to $132 million in 1994. At the same time, it gained more flex-
ible IT systems and higher-quality service. BP saw its IT staff shrink by 80 percent.
The remaining staff became internal consultants throughout the company. In fact,
BP is considering outsourcing its internal consultants to other companies. Not all
outsourcing arrangements are so successful, but BP illustrates the best-case scenario.

Offshoring

One form of outsourcing that is increasing in popularity is offshoring. When the
MIS organization uses contractor services, or even builds its own data center in a
distant land, it is engaged in offshoring, which is short for outsourcing offshore.
The functions sent offshore range from routine IT transactions to increasingly
higher end, knowledge-based business processes. 

Programmer salaries can be a fraction of those in the home country in part
because the cost of living and the standard of living in the distant country are much
lower. Depending on the type of work that is outsourced and the skill level it
requires, labor savings alone can range from 40 to 70 percent.22 However, these
savings come at a price since other costs increase. Additional technology, telecom-
munications, and management overhead are required to relocate and supervise
operations overseas. For example, during the transition period, which can be rather
lengthy, offshore workers must often be brought over to the U.S. headquarters for
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extended periods of time to become familiar with the company’s operations and
technology. Because of the long transition period, it may often take several years
for offshoring’s labor savings to be fully realized. And even if they are realized, they
may never reflect the true cost to a country. Many argue, especially those who have
lost their jobs to offshore workers, that offshoring cuts into the very fiber of the
society in the origin country where companies are laying off workers.

Even though the labor savings are often very attractive, companies sometimes
turn to offshoring for other reasons. The employees in the offshore company are
typically well-educated (often holding master’s degrees), and proud to work for an
international company. The offshore service providers are often “profit centers” that
have established Six Sigma, ISO 9001, or other certification programs. They usu-
ally are more willing to “throw more brainpower at a problem” to meet their per-
formance goals than many companies in the United States or Western Europe. In
offshore economies, technology know-how is a relatively cheap commodity in ample
supply.23 In a recent interview, USAA CEO Bob Davis cited the superiority of off-
shore IT talent that his company uses extensively: “We do [outsourcing] because
it helps us get our projects done, and because the level of expertise of this tech-
nology, these technology companies and individuals is incredible.”24

Some countries are more attractive than others as hosts of offshoring business.
With English as the predominate language of MIS, countries with a high English
proficiency are more attractive than those where different languages prevail.
Geopolitical risk is another factor that affects the use of offshore firms in a coun-
try. Countries on the verge of war, countries with high rates of crime, and coun-
tries without friendly relationships with the home country are typically not suitable
candidates for this business. Regulatory restrictions, trade issues, data security, and
intellectual property also affect the attractiveness of a country for an offshoring
arrangement. The level of technical infrastructure available in some countries also
can add to or detract from the attractiveness of a country. For example, some coun-
tries such as Singapore invested significantly in their IT infrastructure, in part to
help build up the technical capabilities of their society. While a company may decide
that a country is attractive overall for offshoring, it still must assess city differences
when selecting an offshore outsourcer or creating wholly owned subsidiaries (“cap-
tives”). For example, Chennai is a better location in India for finance and account-
ing, but Delhi has better call-center capabilities.25

Some countries make an entire industry of offshoring. India, for example, took
an early mover advantage in the industry. With a large, low-cost English-speaking
labor pool, many entrepreneurs set up programming factories that produce high-
quality software to meet even the toughest standards. One measure of the level of
proficiency of the development process within an MIS organization is the Software
Engineering Institute’s Capability Maturity Model (CMM). Level 1 means that the
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software development processes are immature, bordering on chaotic. Few
processes are formally defined, and output is highly inconsistent. At the other end
of the model is level 5, where processes are predictable, repeatable, highly refined,
and consistently innovating, growing, and incorporating feedback. The software fac-
tories in many Indian enterprises are well known for their CMM level 5 software
development processes, making them extremely reliable, and, thus, desirable as
vendors. 

Risks come with offshoring, however. The Indian offshoring industry was the
hardest hit of all Pacific Rim industries in the month and a half following the 9/11
catastrophe. U.S.-based firms were reluctant to send their employees to India to
discuss software needs or to enter into new outsourcing agreements, and Indian
software developers had difficulty traveling to the United States to work on their
projects. Offshoring in India has since regained its momentum, especially for larger
companies. After 9/11, the attention paid to security and business continuity plan-
ning has grown fivefold.26

As the size of projects entrusted to the offshore outsourcing providers or cap-
tives grows, so does the risk. DHL Worldwide Express recently entrusted 90 per-
cent of its IT development and maintenance projects to a large Indian-based
company, Infosys. “There’s a lot of money wrapped up in a contract this size, so it’s
not something you take lightly or hurry with,” said Ron Kifer, DHL’s Vice President
of Program Solutions and Management. Clearly DHL is facing considerable risk
in offshoring with Infosys.

Risks also are reflected in misunderstandings that arise because of differences
in culture and, sometimes, language. For example, GE Real Estate quickly learned
that Americans have a greater tendency to speak up and offer suggestions. “A good
American programmer will push back and say, What you’re asking for doesn’t make
sense, you idiot,” said GE Real Estate’s CIO, Hank Zupnick. “Indian programmers
have been known to say, This doesn’t make sense, but this is the way the client wants
it.” Thus, a project that is common sense for a U.S. worker—like creating an automa-
tion system for consumer credit cards—may be harder to understand and take longer
when undertaken by an offshore worker. The end result may be a more expensive
system that responds poorly to situations unanticipated by its offshore developers.

Offshoring raises the fundamental question of what do you send offshore, and
what do you keep within your enterprise MIS organization. Will CIOs be losing
some important learning opportunities if they outsource, and ultimately offshore,
basic programming processes? Because communications are made difficult by dif-
ferences in culture, time zones, and possibly language, outsourced tasks are usu-
ally those that can be well specified. They typically, but not always, are basic
non-core transactional systems that require little in-depth knowledge of the users
or customers. In contrast, early-stage prototypes and pilot development are often
kept in-house because this work is very dynamic and needs familiarity with busi-

236 c Chapter 9 The Management Information Systems Organization

26 News-Archives, “The Supply Side,” available at http://www.tataelxsi.com/news/News42.htm
(accessed June 25, 2002).



Organizing and Controlling IS Processes  237

ness processes. Keeping the work at home allows CIOs to offer learning opportu-
nities to in-house staff. In summary, the costs savings that lure many companies to
turn to offshoring need to be assessed in relation to the increased risks in working
with offshore workers and relying on them to handle major projects. 

Avoiding Outsourcing Pitfalls

Outsourcing decisions must be made with adequate care and deliberation. The
steps outlined in Figure 9.6 are recommended when considering this option.

What is the future of outsourcing? Every enterprise faces different competitive
pressures. These factors shape how it will view IT and how it will decide to leverage
IT for the future. Most will need to outsource at least some IT functions. How each
enterprise chooses to manage its outsourced functions will be crucial to its success.

Centralized vs. Decentralized Organizational Structures

Organizational approaches to IS evolved in a cyclic manner. At one end of the spec-
trum, centralized IS organizations bring together all staff, hardware, software,
data, and processing into a single location. Decentralized IS organizations scat-
ter these components in different locations to address local business needs.
Companies’ organizational strategies exist along a continuum from centralization
to decentralization, with a combination of the two, called federalism, found in the
middle (see Figure 9.7). Enterprises of all shapes and sizes can be found at any
point along the continuum. Over time, however, each enterprise tends to gravitate
toward one end of the continuum or the other, and often a reorganization is in real-
ity a change from one end to the other.

To illustrate these tendencies, consider the different approaches taken to organ-
ize IS in the five eras of information usage. (See Figure 9.8.) In the 1960s, main-
frames dictated a centralized approach to IS because the mainframe resided in one

• Do not negotiate solely on price.

• Craft full life-cycle service contracts that occur in stages.

• Establish short-term supplier contracts.

• Use multiple, best-of-breed suppliers.

• Develop skills in contract management.

• Carefully evaluate your company’s own capabilities.

• Thoroughly evaluate outsourcers’ capabilities.

• Choose an outsourcer whose capabilities complement yours.

• Base a choice on cultural fit as well as technical expertise.

• Determine whether a particular outsourcing relationship produces a net benefit for
your company.

• Plan transition to offshoring.

FIGURE 9.6 Steps to avoid pitfalls.



physical location. Centralized decision making, purchasing, maintenance, and staff
kept these early computing behemoths running.27 The 1970s remained centralized
due in part to the constraints of mainframe computing, although the minicomputer
began to create a rationale to decentralize. The 1980s saw the advent of the per-
sonal computer (PC). PCs allowed computing power to spread beyond the raised-
floor, super-cooled rooms of mainframes. This phenomenon gave rise to
decentralization, a trend that exploded with the advent of LANs and client/server
technology. The Web, with its ubiquitous presence and fast network speeds, shifted
some back to a more centralized approach. However, the increasingly global nature
of many businesses makes complete centralization impossible. What are the most
important considerations in deciding how much to centralize or decentralize? Figure
9.9 shows some of the advantages and disadvantages of each approach.

The two approaches amalgamated in the 1990s. Companies began to adopt a
strategy based on lessons learned from earlier years of centralization and decen-
tralization. Most companies would like to achieve the advantages derived from both
organizational paradigms. This desire leads to federalism.28 Federalism is a struc-
turing approach that distributes power, hardware, software, data, and personnel
between a central IS group and IS in business units. Many companies adopt a form
of federal IT, yet still count themselves as either decentralized or centralized,
depending on their position on the continuum. Other companies, such as Home
Depot, recognize this hybrid approach and actively seek to take advantage of its
benefits. Figure 9.10 shows how these approaches interrelate. 

Bethlehem Steel adopted a decentralized approach, which mirrors their decen-
tralized business strategy. A global company that traces its roots to 1857 when it was
called Saucona Iron Company, Bethlehem Steel has grown its revenues to roughly $4.4
billion and ships 8.6 million tons of steel annually.29 Bethlehem produces high-qual-
ity steel products including hot and cold rolled sheet, carbon and alloy plates, coke,
standard rails, forging blooms, billets, flatbars, and large-diameter pipe. The business
units themselves are decentralized, with major plants in Steelton, Pennsylvania;
Sparrows Point, Maryland; Burns Harbor, Indiana; and Lackawanna, New York. 

238 c Chapter 9 The Management Information Systems Organization

Decentralization Federalism Centralization

FIGURE 9.7 Organizational continuum.

27 Bill Laberis, “Recentralization: Breaking the News,” Computerworld (June 29, 1998), p. 1.
28 John F. Rockart, Michael J. Earl, and Jeanne W. Ross, “Eight Imperatives for the New IT
Organization,” Sloan Management Review (Fall 1996), pp. 52–53.
29 Information available at http://www.bethsteel.com (accessed February 12, 2003).
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The challenge to Bethlehem is to develop new products that respond to alter-
natives to steel, to implement a capital-intensive facilities plan, to improve qual-
ity and cost-effectiveness, and to acquire and maintain human resource
competencies.30 Given these circumstances, Bethlehem and its sole IT provider,
Electronic Data Systems, chose a decentralized approach to IT. Bethlehem man-
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Companies 
Approach Advantages Disadvantages Adopting

Centralized • Global standards and • Technology may Alcoa
common data not meet Levi-Strauss

• “One voice” when local needs
negotiating supplier • Slow support for 
contracts strategic initiatives

• Greater leverage in • Schism between 
deploying strategic business and 
IT initiatives IT organization

• Economies of scale • Us versus them 
and a shared cost mentality when 
structure technology 

• Access to large problems occur
capacity • Lack of 

• Better recruitment business unit 
and training of IT control over 
professionals overhead costs

• Consistent with 
centralized enterprise
structure

Decentralized • Technology • Difficulty Bethlehem Steel
customized to local maintaining global VeriFone
business needs standards and 

• Closer partnership consistent data
between IT and • Higher 
business units infrastructure costs

• Greater flexibility • Difficulty negotiating 
• Reduced tele- preferential supplier 
communication costs agreements

• Consistency with • Loss of control
decentralized • Duplication of 
enterprise structure staff and data

• Business unit control 
over overhead costs

FIGURE 9.9 Advantages and disadvantages of organizational approaches.



agers believed that computing power and decision making should be located within
local business units. Bethlehem found this approach effective and continues to
explore its advantages.

On the other hand, a company that took a different approach is Levi Strauss,
the company discussed earlier in this chapter. Under the guidance of new CIO
Linda Glick, Levi Strauss adopted a centralized strategy. Levi Strauss management
wanted to gain better control over strategic IT resources, minimize duplication of
resources across its business, and maximize sharing of scarce resources. The man-
agers decided that a centralized approach would achieve this goal. 

Managing the Global Considerations

How does the management of IT differ when the scope of the organization is global,
rather than just within one country? Typically, large global MIS organizations face many
of the same organizational issues as any other global department. Managers must fig-
ure out how to manage when employees are in different time zones, speak different
languages, have different customs and holidays, and come from different cultures. 
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Federal IT

Centralized IT Decentralized IT

The federal IT attempts 

to capture the benefits of 

centralized and decentralized 

organizations while eliminating  

the drawbacks of each.

• Unresponsive

• No Business   

 Unit Ownership   

 of Systems

• No Business   

 Unit Control of   

 Central Overhead   

 Costs

• Doesn't Meet   

 Every Business   

 Unit's Needs

• Scale   

 Economies

• Control of  

 Standards

• Critical   

 Mass of  

 Skills

• IT Vision and 

 Leadership

• Groupwide IT  

 Strategy and  

 Architecture

• Strategic  

 control

• Synergy

• Users Control  

 IT Priorities

• Business  

 Units Have  

 Ownership

• Responsive  

 to Business  

 Unit's Needs

• Excessive Overall  

 Costs to Group

• Variable  

 Standards of IS  

 Competence

• Reinvention of  

 Wheels

• No Synergy and  

 Integration

FIGURE 9.10 Federal IT.
Source: John F. Rockart, Michael J. Earl, and Jeanne W. Ross, “Eight Imperatives for the New IT
Organization,” Sloan Management Review (Fall 1996), pp. 52–53.



In the case of information management, various issues arise that put the business
at risk beyond the typical global considerations. Figure 9.11 summarizes how a
global IT perspective affects six information management issues.

c FOOD FOR THOUGHT: GOING OFFSHORE FOR IS DEVELOPMENT

Managing a global network from within a single enterprise is a challenge. Managing
a global network, however, when different parts of it are owned by different enter-
prises greatly changes the management issues. Countries such as India, the
Philippines, Israel, Ireland, and Canada offer MIS organizations an alternative to
in-house systems development using a practice called offshoring. Offshoring has
resulted in a high number of lost information technology jobs in the United States
and Western Europe. Forrester Research estimated that 500,000 U.S jobs moved
offshore in 2004 and that this number will grow to 3.4 million in 2015.31

These job losses have sparked considerable controversy. On the one hand,
critics argue that these job losses are harmful to American citizens in the short
run. In addition, they see an ultimate decrease in the subjective quality of the
new jobs or lowered pay scales in the long run. They point to the necessity of
government funding for education and training, health-care insurance and pen-
sion portability, and unemployment-compensation programs for the displaced
workers—funding that unfortunately is unlikely during this time of growing fed-
eral budget deficits. To stem the outflow of lost jobs, state legislatures in
Connecticut, Maryland, Missouri, New Jersey, Rhode Island, and Washington
are proposing laws to restrain offshoring by more heavily regulating the “priva-
tization” of state services. Because the number of contracts offered by state gov-
ernments is limited, these “privatization” bills, if enacted into law, probably
would have little impact on offshoring. Nonetheless, lobbying efforts and pub-
lic pressure to legislate against offshoring and for making the business dealings
of publicly owned firms that engage in offshoring more transparent are likely to
continue.

On the other hand, offshoring is argued to benefit both the origin (frequently
the United States and Western Europe), as well as the destination country through
free trade. A recent study of manufactured components outsourced by U.S. com-
puter and telecommunications companies in the 1990s found that outsourcing
reduced the prices of computers and communications equipment by 10–30 per-
cent and fueled the rapid expansion of IT jobs. Offshoring of IT services may sim-
ilarly create high-level jobs for U.S. workers to design, tailor, and implement IT
packages for a range of industries and companies.32
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Issue

Political Stability

Transparency

Business Continuity Planning

Cultural Differences

Sourcing

Data Flow Across Borders

Global IT Perspective

Investments in IT in a 
country with an unstable 
government should be 
carefully considered: How 
much do you invest? How 
risky is the investment? 

Domestically, an IT network 
can be end-to-end with little 
effort compared to global 
networks, which makes it 
difficult for these two types of 
systems to have the same look 
and feel, or, sometimes, to get 
to the data.

When crossing borders, it is 
important to make sure that 
contingency plans are in 
place and working.

Different countries have 
different cultures; some 
things are acceptable one 
place but not another. IT 
systems must not offend or 
insult those of a different 
culture

Getting the IT hardware 
within every country of 
operation may be difficult. 
Some technologies cannot be 
exported from the United 
States, and other technologies 
cannot be imported into 
specific countries. Vendors do 
not always have the same 
technologies available in 
every country.

Data, especially private or 
personal data, are not allowed 
to cross some borders. 

Example

Much offshoring is done with
companies in India, a 
country that is facing an 
atomic war in its conflict 
with Pakistan.

SAP-R3 is used to support 
production processes. When 
it is not installed in one 
country, managers cannot 
monitor the processes in that 
country the same way.

After 9/11, many businesses 
are considering placing 
backup data centers in 
remote locations, but the 
concern when crossing 
borders is whether that data 
center will be available 
when/if needed.

Using images or artifacts 
from one culture may be 
insulting to another culture. 
For example, DitchWitch 
could not use its logo 
globally because a witch is 
offensive in some countries.

Some technology is 
considered a potential threat 
to national security, such as 
encryption technologies, so 
exporting it to some 
countries, especially those 
that are not political allies of 
the United States, is not 
possible.

Brazil refused to let data 
come across its borders from 
other countries, making it 
difficult for businesses to 
integrate their Brazilian 
operations into the corporate 
operations.

FIGURE 9.11 Global considerations for the MIS organization.



c SUMMARY

• The chief information officer (CIO) is a high-level IS officer who performs
many important organizational functions, including championing the organiza-
tion, managing the IT architecture and infrastructure, participating in the devel-
opment of business and IT strategy, planning for technology, overseeing
application development, sourcing, overseeing training, advising on emerging
technologies, interfacing with internal and external customers, and planning for
business discontinuities.

• Key job titles found in traditional IS organizations include IS manager, system
developer, business analyst, database administrator, operations personnel, support
personnel, developer, and Web-based roles. 

• Typical processes and tasks done by IS organizations include system development,
system maintenance, data center operations, Internet and networking services,
information management and data administration, new technology introduction,
resource management, and general support.

• IS organizations can be expected to anticipate new technologies, set strategic
direction, implement innovative uses of technology, work with supplier manage-
ment, establish architecture and standards, plan for business continuity, and man-
age IS staff. It does not perform core business functions or independently develop
business strategy.

• Because each organization differs depending on the nature of the enterprise, a
business manager must know the particular needs of his or her organization—just
as the IS manager must educate him or her on the IT available. If neither seeks
the other out, then a schism can develop between business and IS. The enterprise
will suffer due to missed opportunities and expensive mistakes

• In addition to understanding the structure of an IS organization, a manager should
work with IT leaders to develop a lean, competitive enterprise in which IT acts as
a strategic enabler. Working as a team, business and IS managers can fruitfully
address crucial organizational issues such as outsourcing, centralization, and global-
ization. Such collaboration is essential if the enterprise is to remain afloat amid the
difficult waters of business competition.

• Full or selective outsourcing offers organizations an alternative to keeping top-per-
forming IS services in-house. Cost savings or filling the gaps in the organization’s
IT skills are powerful drivers for outsourcing. The numerous risks involved in out-
sourcing arrangements must also be carefully assessed by IS and general managers
alike.

• Alternative structuring approaches are possible. Centralized IS organizations place
IT staff, hardware, software, and data in one location to promote control and effi-
ciency. At the other end of the continuum, decentralized IS organizations with dis-
tributed resources can best meet the needs of local users. Federalism is in the
middle of the centralized/decentralized continuum.

• Global MIS organizations face a host of issues that domestic departments avoid.
Geopolitical risk, language and cultural barriers, business continuity planning, and
transborder data flow issues must be reexamined in a global organization, and each
country’s laws and policies considered in the architectural design.
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c KEY TERMS

c DISCUSSION QUESTIONS

1. Using an organization with which you are familiar, describe the role of the most senior
IS professional. Is that person a strategist or an operationalist? 

2. What advantages does a CIO bring to a business? What might be the disadvantages of
having a CIO?

3. The debate about centralization and decentralization is heating up again with the advent
of network computing and the increasing use of the Internet. Why does the Internet make
this debate topical? 

4. The make-versus-buy decision is important every time a new application is requested of
the IS group. What, in your opinion, are the key reasons an MIS organization should make
its own systems? What are the key reasons it should buy an application?

5. When does using an ASP make sense for a large corporation that already has an IS organ-
ization? Give an example of when an ASP might make sense for a start-up company?

6. Premiere Technologies, Inc., a fast-growing supplier of communication services in more
than 30 countries, provides an example of successful use of an ASP. Premiere began to imple-
ment an enterprise resource planning (ERP) system, and found that whenever there was a
problem or call to work on a “revenue producing” information system, all resources were
diverted from the implementation of the ERP.

In fall of 1998, Premiere decided to outsource the ERP applications. The ASP came in
not only to help plan how to best make the ERP system successful, but it bought and main-
tained the servers on which the ERP runs, installed and configured the ERP software, and
staffed the help desk to make the deployment smooth. When Premiere acquires a new com-
pany, something they do regularly, the ASP takes care of incorporating the new acquisition
into the ERP. By one estimate, Premiere saved about $3 million over five years by using the
ASP instead of doing it themselves.33

a. Discuss the advantages an ASP offers Premiere Technologies, Inc.

b. What possible risks are associated with Premiere’s use of an ASP?

c. What would determine which application(s) to give to an ASP versus the ones to keep
in-house?

7. What is your opinion of the English ID card discussed in this chapter?

application service
provider (ASP) 
(p. 232)
backsourcing (p. 231)
centralized IS 
organizations (p. 237)

chief information officer
(CIO) (p. 214)
chief technology officer
(CTO) (p. 218)
decentralized IS 
organizations (p. 237)

federalism (p. 238)
full outsourcing (p. 233)
offshoring (p. 234)
outsourcing (p. 229)
selective outsourcing 
(p. 233)
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CASE STUDY 9-1

HOSTILE IS OUTSOURCING: THE STORY OF MANUFACT

In February 2004, John Smith, 52 years old, hair graying but with a deep suntan, leaned
back in his spacious deck chair and reread a letter from Jim Lawler, his former boss. In
the letter, Lawler asked him to come back to his old company, to help sort out a tricky
situation. 

IS Outsourcing in ManuFact 

Until March 2003, Smith had been IS director in ManuFact, a mid-sized European com-
pany in the kitchenware industry. He had the job for eight years, leading a centralized IT
department of 39 people, with a budget of about US$4 million and a largely mainframe-
based technology portfolio. Including three subsidiaries, ManuFact had a total of 3,500
employees, mainly in production and distribution. The financial situation was stable and
good. Smith reorganized the IS capability from a marginally successful semi-independent
subsidiary to an internal department, and received good feedback about his ability to keep
the IT costs down and maintain a satisfactory service level. 
In May 2002, Lawler took over as Smith’s boss. Lawler, with a background as chief

counsel for ManuFact, was part of a three-person top management committee with
responsibility for administration, personnel, and legal issues as well as IS. Lawler was
also a member of the board. He had little IT experience, but had read about “downsiz-
ing” and “facilities management” and wanted to know what these terms meant and
whether they could apply in ManuFact. Lawler also wondered whether IS was running
its operations as efficiently as it could. Smith thought so, but suggested looking into facil-
ities management as an option. Lawler also asked about outsourcing the development
side, but Smith did not think outsourcing was a good idea, given the high degree of com-
pany-specific knowledge needed there. In agreement with Lawler, Smith contacted the
three main vendors of facilities management in the country, one of which was ISCorp,
the local subsidiary of a large, international technology corporation. After some research
and talks with the companies, Smith wrote a report to Lawler indicating that ManuFact,
by employing facilities management, would save about $275,000 per year over a five-
year period. However, the transition costs—personnel and to a certain extent the costs
of getting out of some equipment contracts—would make it a break-even proposition
at best. 
When Smith went to discuss the report with Lawler, he was in for a shock: Lawler

had been approached by ISCorp directly, and had entered an agreement with the local
ISCorp office to outsource the entire IS department. ISCorp, which was keen to move
into outsourcing as a new line of business, indicated that this move would save ManuFact
$6 million over five years. The contract meant that all IS employees would be made
redundant on November 15, but each would be offered work elsewhere within ISCorp.
Lawler asked Smith to stay on to negotiate the contract with ISCorp and manage the
transition. 
Smith thought that, given the situation, the best he could do was to try and make the

transition as smooth as possible. He soon found that the savings were nowhere close to
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what was promised, chiefly because ISCorp had underestimated the complexity of the sys-
tems, particularly in manufacturing. Eventually, ISCorp came back with an “extra bill” of
$1.5 million to cover work not specified in the contract. Furthermore, Smith discovered
that the number of system development hours specified by ISCorp was only half of what
the IS department currently was putting in—but each hour was billed considerably higher.
The IS department would have been less expensive than ISCorp if they had calculated
with the same number of hours. However, Smith was not successful in communicating this
point to Lawler. 
ISCorp had expected 10 to 15 of the system developers to continue with their current

work for ManuFact as employees of ISCorp. However, when the outsourcing agreement was
announced to the department, and ISCorp representatives showed up to negotiate, the
employees refused to talk to them. Within two months, the whole department, save two
developers, had quit and found new jobs—several of them on better terms than ManuFact
had offered. ISCorp had to recruit and train new people, meaning that no development was
done for nine months while the new employees and consultants from ISCorp tried to under-
stand the systems. During this period, the corporate data center was closed, and the tech-
nology moved to ISCorp’s premises. 
Smith had not been successful in finding a new job. His severance terms included

full salary payments for one year. Lawler had given Smith excellent recommenda-
tions, describing his handling of the transition as conscientious, competent, and pro-
fessional. 

The Situation in February 2004 

In February 2004, the systems were finally running reliably, but substantial new systems
development still had not started. Complaints from the line organization about ISCorp’s
lack of customer service were increasing. The subsidiary companies, which had not been
consulted about the outsourcing, complained about an aging technology infrastructure.
The outsourcing contract did not contain any provisions for upgrading the technology,
effectively locking the company in at the same technology generation for the next 
five years. 
Recently, Smith had heard that some of the subsidiaries were trying to break out of

the outsourcing contract altogether, wanting to move on to new technology. Now, here he
was, looking at the letter from Lawler, where he was asked to come back to help ManuFact
sort out the situation. 

Discussion Questions

1. Discuss advantages of outsourcing illustrated in the case.

2. Discuss the disadvantages of outsourcing that are exemplified in this case.

3. Discuss the outsourcing pitfalls that ManuFact fell into. 

4. If Smith were to accept Lawler’s offer and return to work for ManuFact, what do you
suggest that he do?

Source: Excerpted from Espen Andersen, available at http://www.bi.no/dep2/infomgt/cases/manufact.html.
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CASE STUDY 9-2

THE BIG FIX AT TOYOTA MOTOR SALES (TMS)

When Barbra Cooper joined Toyota Motor Sales as CIO in late 1996, her reception was luke-
warm. She was an outsider in a company that prizes employee loyalty. Cooper was sur-
prised to find that IS was relatively isolated and primitive. “I would describe it as almost
1970s-like,” she says. Business units were buying their own IT systems because in-house
IT couldn’t deliver. There were no PCs or network management. And basic IT disciplines
such as business relationship management and financial management were largely absent.
“No one understood the cost of delivering IT,” she says. Unfortunately IS personnel were
more like “order takers” than “business partners.” Worse, business execs cut deals with
their go-to guys in IS for project approval and funding, with no thought to architecture
standards, systems integration, or business benefits.
Before Cooper could rectify the situation, she found herself and her staff buried under

the Big Six technology projects. The Big Six were expensive enterprisewide projects that
included a new extranet for Toyota dealers and the PeopleSoft ERP rollout, as well as four
new systems for order management, parts forecasting, advanced warranty, and financial
document management. Feeling besieged, the IS group made the mistake of not explain-
ing to the business all the things it was doing and how much it all cost.
Starting in 2001, Japanese executives were feeling squeezed because of a tanking

domestic Japanese market and lukewarm results from its global units. Toyota Motor Sales
USA, though, had increasing sales and market share. Japan relied more on its American
division’s profits, and from across the Pacific, the parent company looked more closely at
U.S. spending habits.
Both Japanese and U.S. management wanted to know more about IS’s runaway costs, which

had doubled after Cooper’s arrival and, at its peak, tripled. And Toyota Motor Sales President
and CEO Yuki Funo wanted Cooper to tell him where the ceiling of IS’s spend was.
At the same time Cooper was feeling the pressure to explain about runaway costs from

Japan, she also needed  to respond to local grumblings that IS had become an unrespon-
sive, bureaucratic machine. In late 2002, Cooper hired an outside consultancy to inter-
view TMS’s top 20 executives. She wanted their honest opinions of how IS was doing. The
results didn’t provide all the answers to IS’s ailments, but she certainly saw the hot spots.
“Parts of [the survey results] were stinging,” Cooper says. “But you can’t be a CIO and
not face that.”
Cooper spent many introspective weeks in 2003 formulating her vision for a new IT

department. What she developed was a strategy for a decentralized and transparent IS
organization that focused all of its energy on the major business segments. In summer
2003, she called her senior IS staffers into her conference room and presented her vision
on her whiteboard.
The first thing Cooper did was set up the Toyota Value Action Program, a team of eight

staffers responsible for translating her vision into actionable items for the department and
her direct reports. Using the executive’s survey results and Cooper’s direction, the team
winnowed the list down to 18 initiatives, including increasing employee training and devel-
opment, gaining cost savings, making process improvements, ridding IS inefficiencies, and
implementing a metrics program. Each initiative got a project owner, a team, and a mech-
anism to check the team’s success. 
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The most significant initiative called for improved alignment with the business side. At
the heart of this new effort was a revamped Office of the CIO structure with new roles,
reporting lines, and responsibilities. 
As part of the rehaul, top-flight senior personnel were embedded as divisional infor-

mation officers, or DIOs, in all of the business units. These DIOs are accountable for
IT strategy, development, and services, and they sit on the management committees
headed by top business executives. The DIOs’ goal is to forge relationships with and
gain the respect of high level business executives. “I still believe in managing IT cen-
trally, but it was incumbent on us to physically distribute IT into the businesses,” says
Cooper. “They could provide more local attention while keeping the enterprise vision
alive.” 
The difference between the previous relationship managers and the new DIOs is that

DIOs have complete accountability and responsibility for the vertical area they serve. For
instance, Ken Goltara (Corporate Manager of Business Systems) now heads up a smaller
group of internal customers—which includes Toyota, Lexus, and Scion—as well as all of
the vehicle-ordering systems, logistics, and dealer portals. “I now have more vertical
responsibility, and my responsibilities are deeper, from cradle to grave,” Goltara says.
“From Toyota to Lexus to Scion, I’m it.”
Cooper changed the jobs of 50 percent of her staffers within six months, yet no one

left or was let go. Some took on new responsibilities; others took on expanded or com-
pletely new roles. Cooper says some mid- and upper-level staffers were initially uncom-
fortable with their new roles, but she says she spent a lot of time early on fostering a new
attitude about the change.
To further strengthen the IS–business bond, Cooper chartered the executive steer-

ing committee, or ESC, to approve all major IT projects. The committee consists of
Cooper; Cooper’s boss, Senior Vice President and Planning and Administrative Officer
Dave Illingworth; Senior Vice President and Treasurer Mikihiro Mori; and Senior Vice
President and Coordinating Officer Masanao Tomozoe. By exposing IT’s inner workings
to the business side at Toyota Motor Sales, Cooper hoped that this new transparency
would lessen IS’s role on IT project vetting and monitoring, and increase business’s
responsibility. 
The executive steering committee now controls all project funds in one pool of cash,

and it releases funds for each project as each phase of the project’s goals are achieved.
Everyone in the company can look at which dollars were (and were not) going to be spent,
the pool’s administrators can sweep unused funds out, and other projects can go after those
funds. And there are no more spending swings; projects are regularly paced throughout
the year. 
Initially, many business executives didn’t want to participate in the new approval

process that required them to seek funding through the ESC. Instead, those executives
tapped lower-level business sponsors who worked with IS on business case development
and implementation. But then, if a project ran into trouble, those high-level “executives
would scatter like cockroaches,” says Goltara. No senior-level business execs were will-
ing to take IS project responsibility. After about six months of this, Cooper demanded
that a higher-level business executive—a corporate manager, VP-level or above—back
each IS proposal. Now, the ESC won’t approve a project unless that support is there.
“There’s equal skin in the game now,” says Goltara. The ESC members now grill the busi-
ness executive, and not the IT executive, to see whether he or she can support the busi-
ness benefits.
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Discussion Questions

1. Describe the advantages of TMS’s new decentralized IS structure. What are its disad-
vantages?

2. What problems was Cooper trying to solve with the new IS structure?  How successful
do you think the new structure will be in solving these problems?

3. Describe the role of the Executive Steering Committee at TMS. Do you think the
Executive Steering Committee is a good idea?  Why or why not?

Source: Excerpted from Thomas Wailgum, “The Big Fix,” CIO Magazine (April 15, 2005) available at
http://www.cio.com/archive/041505/toyota.html (accessed August 15, 2005).
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c10CHAPTER

FUNDING IT

The CIO of Avon Products, Inc., in New York relies heavily on hard-dollar metrics
such as net present value (NPV) and internal rate of return (IRR) to demonstrate
the business value resulting from IT investments. Although these are not the typ-
ical IT metrics, they are the language of business. Funding IT becomes a matter
of speaking the language of business. “We apply all of the analytical rigor and finan-
cial ROI tools against each of our IT projects as well as other business projects,”
the CIO of Avon Products remarked. Avon uses payback, NPV, IRR, and risk analy-
ses for every investment. Further, each IT project is monitored using a green/
yellow/red-coded dashboard to convey the status as “on target,” “warning,” or “hav-
ing serious problems.” Monthly reports to the senior management team inform
them about the status of major projects. Other business tools, such as investment-
tracking databases, and monitors on capital spending, assist the CIO’s office in man-
aging the funds allocated to the IT group.1

The business side of IT is similar to the business itself. Projects are funded
through budget allocations or a multitude of other sources, and managing those
funds is done with prudent business practices. As Avon’s CIO’s comments indicate,
the basic tools of finance and accounting are the basic tools for the financial man-
agement of IT, and further, for determining and communicating the value received
from IT investments. 

In this chapter we explore issues related to the financial side of IT. We begin
by looking at ways of funding the IT department, then continue with an exploration
of several ways to calculate the cost of IT investments, including total cost of own-
ership and activity-based costing, and ways of monitoring IT investments once they
are made, including portfolio management. These topics are critical for the IT man-
ager to understand, but a general manager must understand how the business of
IT works in order to successfully propose, plan, manage, and use IT systems.

c FUNDING THE IT DEPARTMENT

Who pays for IT? The users? The IT department? The corporate function? Certain
costs are associated with designing, developing, delivering, and maintaining the IT
systems. How are these costs recovered? The three main funding methods are
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chargeback, allocation, and corporate budget. Both chargeback and allocation meth-
ods distribute the costs back to the businesses, departments, or individuals within
the company. This distribution of costs is used for management reasons, so that
managers can understand the costs associated with running their organization, or
for tax reasons, where the costs associated with each business must be paid for by
the appropriate business unit. Corporate budgeting, on the other hand, is a com-
pletely different funding method in which IT costs are not linked directly with any
specific user or business unit; costs are recovered using corporate coffers.

Chargeback 

With a chargeback funding method, IT costs are recovered by charging indi-
viduals, departments, or business units based on actual usage and cost. The IT
department collects usage data on each system it runs. Rates for usage are calcu-
lated based on the actual cost to the IT group to run the system and billed out on
a regular basis. For example, a desktop PC might be billed out at $100/month,
which includes the cost of maintaining the system, any software license fees for the
standard desktop configuration, e-mail, network access, a usage fee for the help
desk, and other related services. Each department receives a bill showing the num-
ber of desktop computers they have and the charge per desktop, the number of
printers they have and the charge per printer, the number of servers they have and
the charge per server, the amount of mainframe time they have used and the cost
per second of that time, and so on. When the IT department wants to recover
administrative and overhead costs using a chargeback system, these costs are built
into rates charged for each of the services. 

Chargeback systems are popular because they are viewed as the most equitable
way to recover IT costs. Costs are distributed based on usage or consumption of
resources, ensuring that the largest portion of the costs is paid for by the group or
individual who consumes the most. Chargeback systems can also provide managers
with the most options for managing and controlling their IT costs. For example, a
manager may decide to use desktop systems rather than laptop systems because the
unit charge is less expensive. The chargeback system gives managers the details they
need to understand both what IT resources they use and how to account for IT con-
sumption in the cost of their products and services. Because the departments get a
regular bill, they know exactly what their costs are.

Creating and managing a chargeback system, however, is a costly endeavor
itself. IT departments must build systems to collect details that might not be needed
for anything other than the bills they generate. For example, if PCs are the basis
for charging for network time, then the network connect time per PC must be col-
lected, stored, and analyzed each billing cycle. The data collection quickly becomes
large and complex, which often results in complicated, difficult-to-understand bills.
In addition, picking the charging criteria is more of an art than a science. For exam-
ple, it is relatively easy to count the number of PCs located in a particular business
unit, but is that number a good measure of the network resources used? It might
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be more accurate to charge based on units of network time used, but how would
that be captured and calculated?

Allocation 

To simplify the cost recovery process compared to the chargeback method, an allo-
cation system can be used. An allocation funding method recovers costs based
on something other than usage, such as revenues, login accounts, or number of
employees. For example, suppose the total spending for IT for a year is $1 million
for a company with 10,000 employees. A business unit with 1,000 employees would
be responsible for 10 percent, or $100,000, of the total IT costs. Of course, with
this type of allocation system, it does not matter whether these employees even use
the IT; the department is still charged the same amount.

The allocation mechanism is simpler to implement and apply each month.
Actual usage does not need to be captured. The rate charged is often fixed at the
beginning of the year. It offers two main advantages. First, the level of detail
required to calculate the allocations is much less, and for many organizations that
aspect saves expense. Second, the charges from the IT department are predictable.
Unlike the chargeback mechanism, where each bill opens up an opportunity for
discussion about the charges incurred, the allocation mechanism seems to gener-
ate far less frequent arguments from the business units. Often, quite a bit of dis-
cussion takes place at the beginning of the year, when rates and allocation bases
are set, but less discussion occurs each month, because the managers understand
and expect the bill.

Two major complaints are made about allocation systems. First is the free rider
problem: a large user of IT services pays the same amount as a small user when
the charges are not based on usage. Second, deciding the basis for charging out
the costs is an issue. Choosing the number of employees over the number of desk-
tops or other basis is a management decision, and whichever basis is chosen, some-
one will pay more than their actual usage would imply. Allocation mechanisms work
well when a corporate directive requires use of this method and when the units
agree on the basis for dividing up the costs. 

Often when an allocation process is used, a true-up process is needed at
the end of the year, in which total IT expenses are compared to total IT funds
recovered from the business units and any extra funds are given back to the
business. In some cases, additional funds are needed, however IT managers try
to avoid asking for funds to make up for shortfalls in their budget. The true-
up process is needed because the actual cost of the information system is dif-
ficult to predict at the beginning of the year. Cost changes over the year since
hardware, software, or support costs fluctuate in the marketplace and because
IT managers, like all managers, work constantly on improving efficiency and
productivity, resulting in lower costs. In an allocation process, where the rate
charged for each service is fixed for the year, a true-up process allows IT man-
agers to pass along any additional savings to their business counterparts. Business
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managers often prefer the predictability of their monthly IT bills along with a
true-up process over the relative unpredictability of being charged actual costs
each month.

Corporate Budget 

An entirely different way to pay for IT costs is to simply consider them all to be
corporate overhead and pay for them directly out of the corporate budget. With
the corporate budget funding method, the costs fall to the corporate bottom
line, rather than levying charges on specific users or business units. 

Corporate budgeting is a relatively simple method for funding IT costs. It
requires no calculation of prices of the IT systems. And because bills are not gen-
erated on a regular cycle to the businesses, concerns are raised less often by the
business managers. IT managers control the entire budget, giving them control of
the use of those funds, and ultimately more input into what systems are created,
how they are managed, and when they are retired. This funding method also
encourages the use of new technologies because learners are not charged for explo-
ration and inefficient system use.

As with the other methods, certain drawbacks come with using the corporate
budget. First, all IT expenditures are subjected to the same process as all other cor-
porate expenditures, namely the budgeting process. In many companies, this
process is one of the most stressful events of the year: everyone has projects to be
done, and everyone is competing for scarce funds. If the business units do not get
billed in some way for their usage, many companies find that they do not control
their usage. Getting a bill for services motivates the individual business manager
to reconsider his or her usage of those services. Finally, if the business units are
not footing the bill, the IT group may feel less accountable to them, which may
result in an IT department that is less end-user or customer-oriented.

Figure 10.1 summarizes the advantages and disadvantages of these methods.

c HOW MUCH DOES IT COST?

The three major IT funding approaches in the preceding discussion are designed to
recover the costs of building and maintaining the information systems in an enter-
prise. The goal is to simply cover the costs, not to generate a profit (although some
MIS organizations are actually profit centers for their corporation). The most basic
method for calculating the costs of a system is to add up the costs of all the compo-
nents, including hardware, software, network, and the people involved. Many MIS
organizations calculate the initial costs and ongoing maintenance costs in just this way.

Activity-Based Costing 

Another method for calculating costs is known as activity-based costing (ABC).
Traditional accounting methods account for direct and indirect costs. Direct costs
are those costs that can be clearly linked to a particular process or product, such
as the components used to manufacture the product and the assembler’s wages for
time spent building the product. Indirect costs are the overhead costs, which
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include everything from the electric bill, the salary of administrative managers, and
the expenses of administrative function, to the wages of the supervisor overseeing
the assembler, the cost of running the factory, and the maintenance of machinery
used for multiple products. Further, depending on the funding method used by
the organization, indirect costs are allocated or absorbed elsewhere in the pricing
model. The allocation process can be cumbersome and complex, and often is a
source of trouble for many organizations. The alternative is ABC.

Activity-based costing counts the actual activities that go into making a spe-
cific product or delivering a specific service. Activities are processes, functions, or
tasks that occur over time and produce recognized results. They consume assigned
resources to produce products and services. Activities are useful in costing because
they are the common denominator between business process improvement and
information improvement across departments. 

Rather than allocate the total indirect cost of a system across a range of serv-
ices according to an allocation formula, ABC calculates the amount of time that
system was spent supporting a particular activity and allocates only that cost to that
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Funding Method

Chargeback 

Allocation 

Corporate Budget

Description

Charges are 
calculated based on 
actual usage.

Total expected IT 
expenditures are 
divided by nonusage 
basis such as 
number of login 
IDs, employees, or 
desktops. 

Corporate allocates 
funds to IT at 
annual budget 
session.

Why Do It?

Fairest method for 
recovering costs 
because it is based 
on actual usage. IT 
users can see 
exactly what their 
usage costs. 

Less bookkeeping 
for IT because rate 
is set once per 
fiscal year, and 
basis is well 
understood.

No billing to the 
businesses. IT 
exercises more 
control over what 
projects are done. 
Good for 
encouraging use of 
new technologies.

Why Not Do It?

IT department 
must collect details 
on usage, which can
be expensive and 
difficult. IT must be
prepared to defend 
the charges, which 
takes time and 
resources.

IT department 
must defend 
allocation rates; 
may charge low-
usage department 
more than their 
usage would 
indicate is fair.

Competes with all 
other budgeted 
items for funds.

FIGURE 10.1 Comparison of IT funding methods.



activity. For example, an accountant would look at the ERP (enterprise resource
planning system) and divide its cost over the activities it supports by calculating
how much of the system is used by each activity. Product A might take up 1/12 of
an ERP system’s capacity to control the manufacturing activities needed to make
it, so it would be allocated 1/12 of the system’s costs. The help desk might take up
a whole server, so the entire server’s cost would be allocated to that activity. In the
end, the costs are put in buckets that reflect the products and services of the busi-
ness, rather than the organization structure or the processes of any given depart-
ment. In effect, ABC is the process of charging all costs to “profit centers” instead
of to “cost centers.” 

Total Cost of Ownership

When a system is proposed and a business case is created to justify the investment,
summing up the initial outlay and the maintenance cost does not provide an entirely
accurate total system cost. Other costs are involved, and a time value of money
affects the total cost. One technique used to calculate a more accurate cost is total
cost of ownership (TCO). It is fast becoming the industry standard. Gartner
Group introduced TCO in the late 1980s when PC-based IT infrastructures began
gaining popularity.2Other IT experts have since modified the concept, and this sec-
tion synthesizes the latest and best thinking about TCO.

TCO looks beyond initial capital investments to include costs associated with
technical support, administration, and training. This technique estimates annual
costs per user for each potential infrastructure choice; these costs are then totaled.
Careful estimates of TCO provide the best investment numbers to compare with
financial return numbers when analyzing the net returns on various IT options.

A major IT investment is for infrastructure. Figure 10.2 uses the hardware, soft-
ware, network, and data categories to organize the TCO components the manager
needs to evaluate for each infrastructure option. This table allows the manager to
assess infrastructure components at a medium level of detail, and categorically to
allocate “softer” costs like administration and support. More or less detail can be
used. It sometimes helps to separate soft costs into a separate category when a sin-
gle department provides them. The manager can adapt this framework for use with
varying IT infrastructures.

TCO Component Breakdown

To clarify how the TCO framework is used, this section examines the hardware cat-
egory in greater detail. As used in Figure 10.2, hardware means computing platforms
and peripherals. The components listed are somewhat arbitrary, and an organiza-
tion in which every user possesses every component would be highly unusual. For
shared components, such as servers and printers, TCO estimates should be com-
puted per component and then divided among all users who access them.
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For more complex situations, such as when only certain groups of users pos-
sess certain components, it is wise to segment the hardware analysis by platform.
For example, in an organization where every employee possesses a desktop that
accesses a server and half the employees also possess stand-alone laptops that do
not access a server, one TCO table could be built for desktop and server hardware,
and another for laptop hardware. Each table would include software, network, and
data costs associated only with its specific platforms.

Soft costs, such as technical support, administration, and training are easier to
estimate than they may first appear. To simplify, these calculations can be broken
down further using a table such as Figure 10.3.
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Option 1 per end Option 2 per end 
Category Infrastructure component user cost user cost

Hardware Desktops
Servers
Mobile platforms
Printers
Archival storage
Technical support
Administration
Training
Informal support
Total Hardware Cost

Software OS
Office Suite
Database
Proprietary
Technical support
Administration
Training
Informal support
Total Software Cost

Network LAN
WAN
Dial-in lines/modems
Technical support
Administration
Total Network Cost

Data Removable media
Onsite backup storage
Offsite backup storage
Total Data Cost
Total Cost of Ownership

FIGURE 10.2 TCO component evaluation.



The final soft cost, informal support, may be harder to pin down, but it is impor-
tant nonetheless. Informal support comprises the sometimes highly complex net-
works that develop among coworkers through which many problems are fixed and
much training takes place without the involvement of any official support staff. In
many circumstances, these activities can prove more efficient and effective than
working through official channels. Still, managers want to analyze the costs of infor-
mal support for two reasons:

1. The costs—both in salary and in opportunity—of a nonsupport
employee providing informal support may prove significantly higher
than analogous costs for a formal support employee. For example, it
costs much more in both dollars per hour and foregone management
activity for a mid-level manager to help a line employee troubleshoot an
e-mail problem than it would for a formal support employee to provide
the same service.

2. The quantity of informal support activity in an organization provides
an indirect measure of the efficiency of its IT support organization.
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Responsible Annual Cost/ Total 
Category Component party hours hour cost

Technical Hardware phone Call center
support support

In-person hardware IT operations 
troubleshooting

Hardware hot swaps IT operations
Physical hardware IT operations 
repair

Total cost of technical support

Administration Hardware setup System administrator
Hardware upgrades/ System administrator 
modifications

New hardware IT operations 
evaluation

Total cost of administration

Training New employee IT operations 
training

Ongoing Hardware vendor
administrator
training

Total cost of training

Total soft costs for hardware

FIGURE 10.3 Soft costs considerations.



The formal support organization should respond with sufficient
promptness and thoroughness to discourage all but the briefest infor-
mal support transactions.

Various IT infrastructure options affect informal support activities differently.
For example, a more user-friendly systems interface may alleviate the need for
much informal support, justifying a slightly higher software expenditure. Similarly,
an investment in support management software may be justified if it reduces the
need for informal support.

Although putting dollar values on informal support may be a challenge, man-
agers want to gauge the relative potential of each component option to affect the
need for informal support.

TCO as a Management Tool

This discussion focused on TCO as a tool for evaluating which infrastructure com-
ponents to choose, but TCO also can help managers understand how infrastruc-
ture costs break down. Gartner Group research consistently shows that the labor
costs associated with an IT infrastructure far outweigh the actual capital investment
costs.3 TCO provides the fullest picture of where managers spend their IT dollars.
Like other benchmarks, TCO results can be evaluated over time against industry
standards (much TCO target data for various IT infrastructure choices are avail-
able from industry research firms). Even without comparison data, the numbers
that emerge from TCO studies assist in decisions about budgeting, resource allo-
cation, and organizational structure.

c IT PORTFOLIO MANAGEMENT

Managing the set of systems and programs in an IT organization is similar to man-
aging resources in a financial organization. There are different types of IT invest-
ments, and together they form the business’s IT portfolio. IT portfolio
management refers to the process of evaluating and approving IT investments as
they relate to other current and potential IT investments. It often involves decid-
ing on the right mix of investments from funding, management, and staffing per-
spectives. The overall goal of IT portfolio management is for the company to fund
and invest in the most valuable initiatives that, taken together as a whole, gener-
ate maximum benefits to the business.

Professor Peter Weill and co-author Sinan Aral describe four asset classes of
IT investments that typically make up the company’s IT portfolio:

• Transactional Systems—systems that streamline or cut costs on the way
business is done.

• Informational Systems—systems that provide information used to con-
trol, manage, communicate, analyze, or collaborate
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• Strategic Systems—Systems used to gain competitive advantage in the
marketplace

• Infrastructure Systems—the base foundation of shared IT services used
for multiple applications such as servers, networks, databases, laptops,
etc.

In analyzing the composition of any single company’s IT portfolio, one can come
up with a profile of the relative investment made in each asset class. Weill and Aral’s
study found that the average firm allocates 54 percent of its total IT investment each
year to infrastructure, and only 13 percent of its total IT investment in transactional
systems. Figure 10.4 summarizes a typical IT portfolio. At a more detailed level, dif-
ferent industries allocate their IT resources differently. For example, Weill and Aral
found that services companies (such as food service, professional services, and
health-care services), on average, allocate more to informational systems (about 26
percent) and transactional systems (about 18%), and less to to infrastructure sys-
tems (about 45 percent) and strategic systems (about 11 percent).

Managers use a portfolio view of IT investments to manage resources. Decision
makers use the portfolio to analyze risk, assess fit with business strategy, and iden-
tify opportunities for reducing IT spending. Just like an individual or company’s
investment portfolio is aligned with the individual or company’s objectives, the IT
portfolio must be aligned with the business strategy. Weill and Aral’s work suggests
that a different balance between IT investments is needed for a cost-focused strat-
egy compared to an agility-focused strategy. Figure 10.5 summarizes the differences.

Tools for Managing IT Portfolios

Collecting information needed to manage the IT portfolio is a challenge. A class
of systems that provide tools for IT portfolio management typically include tools
for an expanded set of activities that run the MIS organization. Although called
“project and portfolio management (PPM) suites,” these systems often have
expanded capabilities that cover IT management issues from human resource plan-
ning to governance and business objectives. To make sure this broader set of objec-
tives is not forgotten, we call these tools “IT governance systems.” The suite typically
includes modules on managing the demand for IT services, managing the portfo-
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Infrastructure
54%

Transactional
13%

Strategic
13%

Informational
20%

FIGURE 10.4 Average company’s IT portfolio profile.
Source: Weill and Aral, “Managing the IT Portfolio: Returns from the Different IT Asset Classes,” CISR,
Research Briefing, 2004.



lio of IT systems and services, managing IT projects, managing resources includ-
ing people, systems, and costs, and change management. 

A number of companies have entered this space with a variety of tools. In 2005,
three of the most successful companies in this space were Mercury Interactive
Corporation, Enamics, Inc., and ITM Software. Figure 10.6 compares the primary
modules available from each company.

Managing the IT portfolio and, more generally, the IT organization is differ-
ent from managing other functions, in part because the methods of measuring suc-
cess are more clearly defined in other areas such as marketing or finance. An IT
management tool, like other tools, is only as good as the information put into it. If
the organization hasn’t clearly defined its expectations for IT or the goals for the
IT organization, then the IT management tool isn’t going to make the MIS organ-
ization any more effective. One study concluded that companies with good IT gov-
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Infrastructure Transactional Informational Strategic
investments investments investments investments

Average 54% 13% 20% 13%
Firm

Cost 42% 40% 13% 5%
Focus

Agility 58% 11% 14% 17%
Focus

FIGURE 10.5 Comparative IT portfolios for different business strategies.
Source: Adapted from Peter Weill and M. Broadbent, Leveraging the New Infrastructure: How Market
Leaders Capitalize on IT (Cambridge, MA: Harvard Business School Press, 1998).

Mercury IT Governance
Center 6.0 Enamics, Inc. ITM Software

• Demand Management • Governance and • Financial Resource 
• Portfolio Management • Organization • Management
• Program Management • Managing Technology • Project Portfolio 
• Project Management • Investments • Management
• Resource Management • Strategy and Planning • Vendor Relationship 
• Time Management • Strategic Enterprise • Management
• Financial Management • Architecture • Governance and 
• Change Management • Compliance 

• Management
• Human Capital 
• Management

(Adapted from company (Adapted from company (Adapted from company
Web site: www.mercury.com Web site: www.enamics.com Web site: www.itm
on 5/15/05) on 5/15/05) software.com on 5/15/05)

FIGURE 10.6 Examples of modules in an IT governance system suite.



ernance have higher profits than companies without good governance. In some
cases, the profits were more than 25 percent higher.4

c VALUING IT INVESTMENTS

Monetary costs and benefits are important but not the only considerations in mak-
ing IT investments. Soft benefits, such as the ability to make future decisions, are
often part of the business case for IT investments, making it difficult to measure
the payback of the investment. 

Several unique factors of the IT function increase the difficulty of assessing
value from IT investments. First, in many enterprises, IT is a significant part of the
annual budget. Hence it comes under close scrutiny. Second, the systems them-
selves are complex, and as already discussed, calculating the costs is an art, not a
science. Third, because many IT investments are for infrastructure, the payback
period is much longer than other types of capital investments. Fourth, many times
the payback cannot be calculated because the investment is a necessity rather than
a choice, without any tangible payback. For example, upgrading to a newer ver-
sion of software or buying a new design of hardware may be required because the
older models are broken or simply not supported any longer. Many managers do
not want to be placed in the position of having to upgrade simply because the ven-
dor thinks an upgrade is necessary. Instead managers may resist IT spending on
the grounds that the investment adds no incremental value. These factors and more
fuel a long-running debate about the value of IT investments.

For example, because of the large expense of preparing for the year 2000, the
Y2K crisis strained IT budgets.5 Y2K compliance was a business necessity addressed
only by implementing new systems or upgrading existing ones. Limited financial
resources caused management executives to examine more closely the expected
return on other IT investments. A 1998 survey by InformationWeek found that
“more than 80% of the 150 IS executives at U.S. companies surveyed say their
organizations require them to demonstrate the potential revenue, payback, or
budget impact of their IT projects.”6

Thus, a clear need exists to understand the true return on an IT project. Measuring
this return is difficult, however. To illustrate, consider the relative ease with which a
manager might analyze whether the enterprise should build a new plant. The first step
would be to estimate the costs of construction. The plant capacity dictates project pro-
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1990’s addressing this problem. In reality, however, most of the problems were fixed before the 
century started, and very few entities experienced the anticipated problems.
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duction levels. Demand varies and construction costs frequently overrun, but the man-
ager can find sufficient information to make a decision about whether to build.

Most of the time, the benefits of investing in IT are less tangible than those of
building a plant. Such benefits might include tighter systems integration, faster
response time, more accurate data, better leverage to adopt future technologies, among
others. How can a manager quantify these intangibles? He or she should also con-
sider many indirect, or downstream, benefits and costs, such as changes in how peo-
ple behave, where staff report, and how tasks are assigned. In fact, it may be impossible
to pinpoint who will benefit from an IT investment when making the decision.7

Despite the difficulty, the task of evaluating IT investments is necessary.
Knowing which approaches to use and when to use them are important first steps.
A number of approaches are summarized in Figure 10.7. Managers should choose
based on the attributes of the project. For example, return on investment (ROI)
or payback analysis can be used when detailed analysis is not required, such as when
a project is short lived and its costs and benefits are clear. When the project lasts
long enough that the time value of money becomes a factor, net present value
(NPV) and economic value added (EVA) are better approaches. EVA is partic-
ularly appropriate for capital-intensive projects.

An IT manager may encounter a number of pitfalls when analyzing return on
investment. First, not every situation calls for in-depth analysis. Some decisions—
such as whether to invest in a new operating system to become compatible with a
client operating system—are easy to make. The costs are unlikely to be prohibi-
tively high, and the benefits are clear. 

Second, not every evaluation method works in every case. Depending on the
assets employed, the duration of the project, and any uncertainty about imple-
mentation, one method may work better than another. 

Third, circumstances may alter the way a particular valuation method is best
employed. For instance, in a software implementation, estimates of labor hours
required often fall short of actual hours spent. Accordingly, some managers use an
“adjusting” factor in their estimates. 

Fourth, managers can fall into “analysis paralysis.” Reaching a precise valuation
may take longer than is reasonable to make an investment decision. Because a sin-
gle right valuation may not exist, “close enough” usually suffices. Experience and an
eye to the risks of an incorrect valuation help decide when to stop analyzing. 

Finally, even when the numbers say a project is not worthwhile, the investment
may be necessary to remain competitive. For example, UPS faced little choice but
to invest heavily in IT. At the time, FedEx made IT a competitive advantage and
was winning the overnight delivery war.

c MONITORING IT INVESTMENTS 

An old adage says: “If you can’t measure it, you can’t manage it.” Management’s
role is to ensure that the money spent on IT results in benefits for the organiza-
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Valuation Method

Return on investment (ROI)

Net present value (NPV)

Economic value added (EVA)

Payback analysis

Internal rate of return (IRR)

Weighted scoring methods

Prototyping 

Game theory or role-playing

Simulation 

Description

Percentage rate that measures the relationship between the 
amount the business gets back from an investment and the 
amount invested using the formula: ROI = (Estimated 
lifetime benefits – Estimated lifetime costs)/Estimated 
lifetime costs. Although popular and easy to use and 
understand, ROI lacks sophistication in assessing intangible 
benefits and costs.

Finance departments typically use NPV because it accounts 
for the time value of money. After discounting and then 
adding the dollar inflows and outflows, a positive NPV 
indicates a project should be undertaken, as long as other IT 
investments do not have higher values. It is calculated by 
discounting the costs and benefits for each year of the 
system’s lifetime using the present value factor calculated 
each year as 1/(1+ discount rate) year.

EVA accounts for opportunity costs of capital to measure 
true economic profit and revalues historical costs to give an 
accurate picture of the true market value of assets.a EVA is 
sufficiently complex that consultants typically are required to 
implement it. It provides no hard and fast rules for intang- 
ibles. Calculating EVA is simple: EVA = Net operating profit 
after taxes – [(Capital)(Cost of capital)].a

Simple, popular method that determines the payback 
period, or how much time will lapse before accrued benefits 
overtake accrued and continuing costs. 

Calculation is made to determine the return that the IT 
investment would have, and then it is compared to the 
corporate policy on rate of return. If IT investment’s rate of 
return is higher than the corporate policy, the project is 
considered a good investment.

Costs and revenues/savings are weighted based on their 
strategic importance, level of accuracy or confidence, and 
comparable investment opportunities.

A scaled-down version of a system is tested for its costs and 
benefits. This approach is useful when the impact of the IT 
investment seems unclear.

These approaches may reveal behavioral changes or new 
tasks attributable to a new system. They are less expensive 
than prototyping.

A model is used to test the impact of a new system or series 
of tasks. This low-cost method surfaces problems and allows 
system sensitivities to be analyzed.

a http://www.sternstewart.com. 

FIGURE 10.7 Valuation methods.



tion. Therefore, an agreed-upon set of metrics must be created, and those metrics
must be monitored and communicated to senior management and customers of
the IT department. These metrics are often financial in nature (i.e., ROI, NPV, etc.).
But financial measures are only one category of measures used to manage IT invest-
ments. Other metrics include logs of errors encountered by users, end-user sur-
veys, user turnaround time, logs of computer and communication up/down time,
system response time, and percentage of projects completed on time and/or within
budget.

The Balanced Scorecard

Deciding upon appropriate measures is half of the equation for effective MIS
organizations. The other half of the equation is ensuring that those measures are
accurately communicated to the business. Two methods for communicating these
metrics are the scorecards and dashboards.

Financial measures may be the language of stockholders, but managers under-
stand that they can be misleading if used as the sole means of making management
decisions. One methodology used to solve this problem, created by Robert Kaplan
and David Norton, and first described in the Harvard Business Review in 1992, is
the balanced scorecard, which focuses attention on the organization’s value driv-
ers (which include, but are not limited to, financial performance).8 Companies use
it to assess the full impact of their corporate strategies on their customers and work
force, as well as their financial performance.

This methodology allows managers to look at the business from four per-
spectives: customer, internal business, innovation/learning, and financial. For
each perspective, the goals and measures are designed to answer these basic
questions:

• How do customers see us? (Customer perspective)

• At what must we excel? (Internal business perspective)

• Can we continue to improve and create value? (Innovation and learning
perspective)

• How do we look to shareholders? (Financial perspective)

Figure 10.8 graphically shows the relationship of these perspectives.
Since the introduction of the Balanced Scorecard, many have modified it or

adapted it to apply to their particular organization. Managers of information tech-
nology found the concept of a scorecard useful in managing and communicating
the value of the IT department. For example, US West used this methodology
when it undertook an e-commerce project. The manager of this project described
its use: 
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The Balanced Scorecard approach defined goals in areas beyond the technical, e-
commerce platform. It helped us look at internal processes, employee impact and
finances. It meant getting the associated computer systems Y2K compliant in the
internal processes category, implementing an IT career structure in the employee
learning category and meeting overall budget commitments in the financial cate-
gory. The Balanced Scorecard helped us organize our thoughts, and it was then
used for all of our IT planning.9

Applying the categories of the balanced scorecard to IT might mean inter-
preting them more broadly than originally conceived by Kaplan and Norton. For
example, the original scorecard speaks of the customer perspective, but for the MIS
scorecard, the customer might be a user within the company, not the external cus-
tomer of the company. The questions asked when using this methodology within
the IT department are summarized in Figure 10.9.

David Norton commented, “[D]on’t start with an emphasis on metrics—start
with your strategy and use metrics to make it understandable and measurable (that
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Financial Perspective

Goals Measures

Goals Measures

Goals Measures

Goals Measures

Customer Perspective

Learning Perspectives

Internal Perspective

FIGURE 10.8 The Balanced Scorecard perspectives.
Source: Adapted from Kaplan and Norton, “The Balanced Scorecard—Measures That Drive
Performance,” Harvard Business Review (January–February 1992), p. 72.

9 Robin Robinson, “Balanced Scorecard,” Computerworld (January 24, 2000).



is, to communicate it to those expected to make it happen and to manage it).”10

He found the balanced scorecard to be the most effective management framework
for achieving organizational alignment and strategic success.

FirstEnergy, a multibillion-dollar utility company, provides a good example of
how the MIS scorecard can be used. The company set a strategic goal of creating
“raving fans” among its customers. In addition, they identified three other busi-
ness value drivers: reliability, finance, and winning culture. The MIS group inter-
preted “raving fans” to mean satisfied internal customers. They used three metrics
to measure their performance along this dimension:11

• Percentage of projects completed on time and on budget

• Percentage of projects released to the customer by agreed-upon 
delivery date

• Client satisfaction recorded on customer surveys done at the end of 
a project
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Dimension

Customer perspective

Internal business 
perspective

Innovating and learning 
perspective

Financial perspective

Description

How do customers see us? 
Measures that reflect 
factors that really matter to 
customers

What must we excel at? 
Measures of what the 
company must do 
internally to meet customer 
expectations

Can we continue to 
improve and create value? 
Measures of the company’s 
ability to innovate, 
improve, and learn

How do we look to 
shareholders?       
Measures to indicate 
contribution of activities to 
the bottom line

Example IT Measures

Impact of IT projects on 
users, impact of IT’s 
reputation among users, 
and user-defined 
operational metrics

IT process metrics, project 
completion rates, and 
system operational 
performance metrics 

IT R&D, new technology 
introduction success rate, 
training metrics

IT project ROI, NPV, IRR, 
cost/benefit, TCO, ABC

FIGURE 10.9 Balanced Scorecard applied to IT departments.

10 “Ask the Source: Interview with David Norton,” CIO Magazine (July 25, 2002), available at
www.cio.com (accessed February 22, 2003).
11 Adapted from Eric Berkman, “How to Use the Balanced Scorecard,” CIO Magazine (May 15, 2002).



A scorecard used within the IT department helps senior IS managers understand
their organization’s performance and measure it in a way that supports its business
strategy. The IT scorecard is linked to the corporate scorecard and ensures that the
measures used by IT are those that support the corporate goals. At DuPont
Engineering, the balanced scorecard methodology forces every action to be linked
to a corporate goal, which helps promote alignment and eliminate projects with lit-
tle potential impact. The conversations between IT and the business focus on strate-
gic goals and impact rather than on technology and capabilities.12

IT Dashboards

Scorecards provide summary information gathered over a period of time. Another
common MIS management monitoring tool is the IT dashboard, which provides
a snapshot of metrics at any given point in time. Much like the dashboard of an
automobile or airplane, the IT dashboard summarizes key metrics for senior man-
agers in a manner that provides quick identification of the status of the organiza-
tion. Like scorecards, dashboards are useful outside the IT department, and are
often found in executive offices as a tool for keeping current on critical measures
of the organization. For this section, we focus on the use of these tools within the
IT department.

Dashboards provide frequently updated information on areas of interest within
the IT department. Depending on who is actually using the dashboard, the data
tend to focus on project status or operational systems status. For example, a dash-
board used by GM North America’s IT leadership team contains a metric designed
to monitor project status.13 Because senior managers question the overall health
of a project rather than the details, the dashboard they designed provides red, yel-
low, or green highlights for rapid comprehension. A green highlight means that the
project is progressing as planned. A yellow highlight means at least one key target
has been missed. A red highlight means the project is significantly behind and needs
some attention or resources to get back on track.

At GM, each project is tracked and rated monthly. GM uses four dashboard
criteria: (1) performance to budget, (2) performance to schedule, (3) delivery of
business results, and (4) risk. At the beginning of a project, these metrics are defined
and acceptable levels set. The project manager assigns a color status monthly, based
on the defined criteria, and the results are reported in a spreadsheet. When man-
agers look at the dashboard, they can immediately tell whether projects are on
schedule based on the amount of green, yellow, or red on the dashboard. They can
then drill into yellow or red metrics to get the projects back on track. The dash-
board provides an easy way to identify where their attention should be focused. The
director of IT operations explains, “Red means I need more money, people or bet-
ter business buy-in. …The dashboard provides an early warning system that allows
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IT managers to identify and correct problems before they become big enough to
derail a project.”14

Dashboards are useful for projects, but they have additional applications within
the IT department. A number of organizations also use a similar dashboard to track
operations to measure network performance, system availability, help desk satis-
faction, and a number of other key performance data. Green means the metric is
within acceptable limits; yellow means the metric has slipped once or twice; and
red means the metric is consistently outside the acceptable range.

At Intel, the MIS department uses a “CIO dashboard” that condenses about
100 separate pieces of paper into one unified set of indicators in a matrix format.15

Each key topic area is represented by a trend indicator as well as a status indica-
tor. The Intel dashboard also uses green-yellow-red, as well as an arrow to indicate
up, down, or sideways movement of a trend. All Intel employees, including IT staff,
can scan the dashboard, which is electronically stored and updated, on the Intel
intranet. In this way, issues can be identified and handled without waiting for the
monthly CIO meeting, and dashboard statistics are monitored frequently to enable
proactive behavior. In Intel’s case, the dashboard improved both the reporting
process, as well as team communication, because it made information available in
real time in an easy-to-read manner.

c FOOD FOR THOUGHT: OPTIONS PRICING

Options pricing has long been used on financial assets as a method of locking in a
price to be paid in the future. For example, you may have been able to purchase
an option to buy 500 shares of Cisco stock at $50 per share on January 1, 2005, for
a price (i.e., $600). The concept of options can be extended to evaluating IT invest-
ments. In this case, an IT project is viewed as an option to exchange the cost of
the project for its benefits down the road. In particular, investing in one phase of
an IT project may result in an option to invest in the next phase, as long as the proj-
ect is not terminated before then.

The reason that options pricing is so appealing is that it offers management
the opportunity to take some future action (such as abandoning, deferring, or
expanding the scale of a project) in response to uncertainty about changes in the
business and its environment. Options pricing offers a risk-hedging strategy to
minimize the negative impact of risk when uncertainty can be resolved by waiting
to see what happens. To be applied, managers need to have a project that can be
divided into investment stages, and be armed with estimates of costs of the proj-
ect at each stage, the projected revenues or savings, and the probability of these
costs and revenues/savings being realized.

Figure 10.10 offers a simple example of how options pricing would work for
a new CRM system that has two major components: a customer identification 
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module and a customer tracking module. (Note: In this model all costs and rev-
enues reflect discounting.) The customer identification module is projected to
cost $130,000 in 2005, and the customer tracking module, which is built upon
the customer identification module, is estimated to cost $100,000 in 2006. The
customer identification module has a 50 percent chance of generating $350,000
in additional revenues in 2006 if conditions are favorable. If they are unfavor-
able, revenues are projected to be only $20,000. The net present value (NPV)
view would assume a 50 percent chance of positive net revenue of $250,000 (i.e.,
$350,000 – $100,000) in 2006, and a 50 percent chance of loss of $80,000 (i.e.,
$20,000 – $100,000) in 2006. Options pricing views this investment opportunity
a little differently. With options pricing there is a 50 percent chance of net rev-
enue of $250,000 and a 50 percent chance of net revenue of $0 a year later,
because the option to invest $100,000 in the customer tracking module need not
be exercised if conditions are unfavorable.

Conceptualizing risk hedging in terms of options can help managers better
understand and manage IT investment decisions. It offers an analysis approach that
matches the way many senior managers think about the risk in making investments.
Sometimes it may result in investment decisions that would be rejected based on
NPV or cost-benefit analysis. For example, IT infrastructure investments often fare
poorly on NPV analysis because the immediate expectation of payback is limited.
However, from an options pricing perspective these investments provide the 
business with opportunities that would not be possible without the IT investment.
Ideally, the investment yields applications with measurable revenue.
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2005

Net Present Value View

Option Pricing View

2005

$130,000

$130,000

2006

2006

(0.5)($350,000 – $100,000)

(0.5)($20,000 – $100,000)

(0.5)($350,000 – $100,000)

(0.5)($0)

FIGURE 10.10 NPV vs. option pricing view.
Source: Adapted from Ram Kumar, “Managing Risks in IT Projects: An Options Perspective,”
Information & Management 40 (2002), pp. 63–74.



Option pricing is especially applicable in the following situations:16

• When an investment decision can be deferred. When considerable uncer-
tainty surrounds a major project, dividing it into “chunks” allows man-
agers to monitor their investment over time.

• In helping managers strike a balance between waiting to obtain valuable
information and forgoing revenues or strategic benefits from an imple-
mented project. For example, Yankee 24 could have used options pricing
when deciding to offer a POS debit card network to its member institu-
tions. Yankee 24 was established in 1984 to provide electronic banking
network services, such as ATMs, to more than 200 member institutions.
As early as 1987, Yankee’s president, Richard Yanak, realized the poten-
tial for a POS network. If customer acceptance were as slow as it had
been in California a decade earlier, revenues would be low and could not
offset the heavy investment required for network infrastructure. The
question that options pricing could have resolved was how long should
Yankee wait before investing in this infrastructure and POS technology
without giving its competitor, the New York Cash Exchange, a first
mover advantage.

• For emerging technology investments. For example, IBM OS/2-based
computing infrastructures became less attractive as Microsoft
Windows NT gained a large installed base in the world of client/server
computing. Thus, the use of IT projects with a phased rollout of an
OS/2 platform, or of applications depending on OS/2 for critical sup-
port, would have been negatively affected over time using an options
pricing model.

• For prototyping investments. When managers are uncertain about
whether an application can “do the job,” a prototype provides value in
the options that it offers the firm for future actions. 

• For technology-as-product investments. When the technology is at the
core of a product, issues of level of commitment, timing, rollout, defer-
ment, and abandonment can be considered more fully.

Like all of the evaluation approaches, options pricing has a downside.17Option
value calculations are sensitive to certain parameters, especially volatility. Having
multiple stakeholders involved in estimation and calculating for a range of param-
eter values are two strategies that can help lessen this sensitivity. Options pricing
may be attractive for infrastructure investments that open the door to possible appli-
cations in the future, but a number of assumptions must be made about those
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opportunities in order for the options model to work. However, the probability of
all the assumptions coming true is small.

c SUMMARY

• IT is funded using one of three methods: chargeback, allocation, or corporate budget.

• Chargeback systems are viewed as the most equitable method of IT cost recovery
because costs are distributed based on usage. Creating an accounting system to
record the information necessary to do a chargeback system can be expensive and
time consuming, and usually has no other useful application.

• Allocation systems provide a simpler method to recover costs, because they do not
involve recording system usage in order to allocate costs. However, allocation sys-
tems can sometimes penalize groups with low usage.

• Corporate budgeting systems do not allocate costs at all. Instead, the CIO seeks
and receives a budget from the corporate overhead account. This method of fund-
ing IT does not require any usage recordkeeping, but is also most likely to be
abused if the users perceive “it is free.”

• Total cost of ownership is a technique to understand all the costs, beyond the ini-
tial investment costs, associated with owning and operating an information system.
It is most useful as a tool to help evaluate which infrastructure components to
choose, and to help understand how infrastructure costs occur.

• Activity-based costing is another technique to group costs into a meaningful
bucket. Costs are accounted for based on the activity, or product or service, they
support. ABC is useful for allocating large overhead expenses.

• The portfolio of IT investments must be carefully evaluated and managed.

• ROI is difficult, at best, to calculate for IT investments because the benefits are
often not tangible. The benefits might be difficult to quantify, difficult to observe,
or long range in scope.

• Popular metrics for IT investments measure quality of information outputs, IT
contributions to a firm’s financial performance, operational efficiency, manage-
ment/user attitudes, and the adequacy of systems development practices.

• Monitoring and communicating the status and benefits of IT is often done through
the use of balanced scorecards and IT dashboards.

• Options pricing offers a risk-hedging strategy to minimize the negative impact of
risk when resolving uncertainty by waiting to see what happens.

c KEY TERMS

activity-based costing
(ABC) (p. 254)
allocation funding method
(p. 253)
balanced scorecard (p. 265)
chargeback funding
method (p. 252)
corporate budget funding

method (p. 254)
dashboard (p. 268)
economic value added
(EVA) (p. 263)
IT protfolio management
(p. 259)
net present value (NPV)
(p. 263)

options pricing (p. 269)
project and portfolio 
management (PPM) 
(p. 260)
return on investment
(ROI) (p. 263)
total cost of ownership
(TCO) (p. 256)
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c DISCUSSION QUESTIONS

1. Under what conditions would you recommend using each of these funding methods: allo-
cation, chargeback, and corporate budgeting?

2. Describe the conditions under which ROI, payback period, NPV, and EVA are most appro-
priately applied.

3. A new inventory management system for ABC Company could be developed at a cost of
$250,000. The estimated net operating costs and estimated net benefits over six years of oper-
ation would be:

a. What would the payback period be for this investment? Would it be a good or bad
investment? Why?

b. What is the ROI for this investment?

c. Assuming a 15 percent discount rate, what is this investment’s NPV? 

4. Would you suggest using options pricing on the investment described in Question 3? Why
or why not?

5. Compare and contrast the IT scorecard and dashboard approaches.

6. TCO is one way to account for costs associated with a specific infrastructure. This method
does not include additional costs such as disposal costs—the cost to get rid of the system
when it is no longer of use. What other additional costs might be of importance in making
total cost calculations?

CASE STUDY 10-1

DAIMLERCHRYSLER 

DaimlerChrysler, the large global automaker, implemented an enterprise-wide material cost
management system to help the 54 component teams collaborate on streamlining the num-
ber of common parts used on each of the production lines. The system was built on Lotus
Notes and took less than one month to develop and roll out. It cost less than $1 million and
has been wildly successful, generating more than 500 weekly ideas to improve vehicles.
For example, the system helped DaimlerChrysler cut the number of fog lamps used in

the different vehicles. That idea alone saved the company $7 million. In another example,
the number of seat structure components was reduced, leading to another $40 million in
savings during the next two years. They also reduced the number of powertrain controllers

Year

0
1
2
3
4
5
6

Estimated Net Operating Costs

 $250,000
 7,000
 9,400
 11,000
 14,000
 15,000
 16,000

Estimated Net Benefits

 $          0
 52,000
 68,000
 82,000
 115,000
 120,000
 120,000
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used over the product lines, saving $20 million per year. “The ROI for the project has been
unbelievable,” according to the CIO.
The biggest benefit comes from the perception of the value of IT. While the CIO was

away at a meeting, her team’s IT budget was presented to senior management. The result
was complete buy-in for her budget; the department heads all agreed that they could not
afford to cut the IT budget because of the business value IT creates.

Discussion Questions

1. Why is the ROI of the cost management system “unbelievable,” according to the CIO?

2. Why, in your opinion, is this system so popular and generates so many ideas?

3. What additional information would you need on this system to calculate the TCO?

4. What has the CIO done to foster the impression that IT creates business value?

Source: Adapted from Kaplan and Norton, “The Balanced Scorecard—Measures That Drive
Performance,” Harvard Business Review (January–February 1992), p. 72.

CASE STUDY 10-2

VALUING IT

In May 2003, writer Nick Carr lobbed a hand grenade into the IT world. He published an
article in Harvard Business Review titled “IT Doesn’t Matter.” In that article Carr asserts
that as information technology’s power and ubiquity grows, its strategic importance dimin-
ishes. The influence of infrastructure investments in technology is not felt at the individual
company level, but rather in the macroeconomic level, he continues. He compared IT to
railroads, viewing it as simply a transport mechanism carrying digital information just as rail-
roads carried goods. “Like any transport mechanism, it is far more valuable when shared
than when used in isolation . . . For most business applications today, the benefits of cus-
tomization would be overwhelmed by the costs of isolation,” Carr suggests. 
There are few opportunities to gain a competitive advantage from IT, Carr suggests. He

describes a number of companies such as Dell Computer, American Airlines, and Federal
Express, who were at the proverbial right place at the right time and who were able to get a
competitive edge by strategic IT applications. But the window for such advantage is closing,
and perhaps was only open briefly. Carr continues,

“The opportunities for gaining IT based advantage are already dwindling. Best
Practices are now quickly built into software or otherwise replicated. And as for
IT-spurred industry transformations, most of the ones that are going to happen
have likely already happened or are in the process of happening. Industries and
markets will continue to evolve, of course, and some will undergo fundamental
changes—the future of the music business, for example, continues to be in doubt.
But history shows that the power of an infrastructural technology to transform
industries always diminishes as its build out nears completion.” 

Carr believes that companies should no longer seek competitive advantage from IT invest-
ments. “The key to success, for the vast majority of companies, is no longer to seek advan-
tage aggressively but to manage costs and risks meticulously,” he concludes.
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Discussion Questions

1. Do you agree with Carr that as information technology’s power and ubiquity grows, its
strategic importance diminishes? Why or why not?

2. Where do you think the next IT-based strategic advantage may occur? Give an exam-
ple.

3. Consider the IT portfolio management triangle presented in this chapter. Would Carr’s
arguments hold for all types of IT investments or just for infrastructure investments?
Explain.

4. The original article in Harvard Business Review raised a number of questions by senior
business managers about their IT investment. As an IT manager, what questions would
you anticipate you would have to respond to and what would be your response?

Source: Adapted from Nicholas Carr, “IT Doesn’t Matter,” Harvard Business Review (May 2003), 
pp. 41–49.
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c11CHAPTER

PROJECT MANAGEMENT1

The State of Florida auditor’s report about HomeSafenet in 2002 was blistering.
HomeSafenet, a large-scale Web-based child welfare information system, was designed
to replace six legacy databases and various manual record processing systems in order
to more efficiently and effectively keep track of the more than 40,000 children who
were considered abused or neglected and were under the state’s supervision. Although
under development since 1994, it was not fully implemented until 2005 at more than
five times the original estimated cost. The development efforts were plagued by poor
project management resulting from changes in systems development strategy, systems
architecture, and functional requirements. Despite a proposed cost of $60 million,
HomeSafenet was only one of the projects assigned to the original project manager
in February 1995. Over a six-year period, five individuals filled the role of project man-
ager. In 2001, the Department of Children and Families (DCF), the department
responsible for its development, was so overwhelmed by the project that it relinquished
control to the private developers. But the development effort continued to be beset
with problems. DCF employees complained that early releases of the computer sys-
tem proved cumbersome and time consuming to use, forcing overburdened case-
workers to spend time on data entry rather than visiting families. Even worse, DCF
gained national ignominy in 2001 when it acknowledged losing track of a 4-year-old
girl in its care. In 2004 the system again came under fire for violated appropriate pro-
curement strategies when the agency head awarded a $21 million dollar contract to
complete the system that had already cost $230 million.

This example highlights the possible financial and social consequences of a
failed information systems (IS) project. Such failures occur at an astonishing rate.
The Standish Group, a technology research firm, found that 73 percent of all soft-
ware projects are delivered late or over budget or simply fail to meet their per-
formance criteria. Business projects increasingly rely on IS to attain their objectives,
especially with the increased focus to do business on the Internet. Thus, a crucial
IS project raises the risk in many business projects. To succeed, a general manager
must also be a project manager, and must learn how to manage this type of risk.

In the current environment, businesses face competition from companies
equipped to copy existing products and services and then distribute them at lower

1 The authors wish to acknowledge and thank W. Thomas Cannon, MBA 1999, for his help in
researching and writing early drafts of this chapter.
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prices. Often, the quality that differentiates firms in the marketplace—and destines
them for success or failure—is the ability to adapt existing business processes and
systems faster than the competition. The process of continual adaptation to the
changing marketplace drives the need for business change and thus for successful
project management. Typical adaptation projects include the following elements:

• Rightsizing the organization

• Reengineering business processes

• Adopting more comprehensive, integrative processes

Projects comprise a set of one-time activities that can transform the current
situation into the desired new one. Firms seek to compete through new products
and processes, but the work of initially building or radically changing these out-
comes falls outside the scope of normal business operations. That is where proj-
ects come in. When work can only be accomplished through methods that
fundamentally differ from those employed to run daily operations, the skilled proj-
ect manager plays a crucial role.

Successful business strategy requires executive management to decide which
objectives can be met through normal daily operations and which require special-
ized project management. Virtually all projects involve an information technology
(IT) component, including both a computer system and an information flow.
Rapidly changing business situations make it difficult to keep both of these IT ele-
ments aligned with business strategy. Furthermore, the amount of resources
required to complete IT-intensive projects has increased over the years due to their
growing complexity—magnifying the risk that the finished product or process will
no longer satisfy the needs of the business. Thus, on most projects the critical ele-
ment to manage is the IT portion. Executive management no longer has an option
but to consider skilled IT project management as fundamental to business success.

This chapter provides an overview of what a project is and how to manage one.
It discusses the aspects of IT-intensive projects that make them uniquely chal-
lenging. Finally, it identifies the issues that shape the role of the general manager
in such projects and help them to manage risk.

c WHAT DEFINES A PROJECT?

In varying degrees, organizations combine two types of work—projects and opera-
tions—to transform resources into profits. Both types require people and a flow of
resources. The flight of an airplane from its point of departure to its destination is
an operation that requires a pilot and crew, the use of an airplane, and fuel. The oper-
ation is repetitive: After the plane is refueled, it takes new passengers to another des-
tination. The continuous operation the plane creates a transportation service.
However, developing the design for such a plane is a project that may require years
of work by many people. When the design is completed, the work ends. Figure 11.1
compares characteristics of both project and operational work. The last two charac-
teristics are distinctive and form the basis for the following formal definition: 
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[A] project is a temporary endeavor undertaken to create a unique product or
service. Temporary means that every project has a definite beginning and a definite
end. Unique means that the product or service is different in some distinguishing
way from all similar products or services.2

To organize the work facing a project team, the project manager may break a
project into subprojects. He or she then organizes these subprojects around distinct
activities, such as quality control testing. This organizing method allows the project
manager to contract certain kinds of work externally in order to limit costs or other
drains on crucial project resources. At the macro level, a general manager may
choose to organize various projects as elements of a larger program, if doing so cre-
ates efficiencies. Such programs then provide a framework from which to manage
competing resource requirements and shifting priorities among a set of projects.

c WHAT IS PROJECT MANAGEMENT?

Project management is the “application of knowledge, skills, tools, and techniques
to project activities in order to meet or exceed stakeholder needs and expectation
from a project.”3 Project management always involves continual trade-offs and it
is the manager’s job to manage them.

These trade-offs can be subsumed in the project triangle (see Figure 11.2),
which highlights the importance of balancing scope, time, and cost. Scope may be
divided into product scope (the detailed description of the product’s quality, features,
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Characteristics Operations Projects

Labor skills Low High

Training time Low High

Worker autonomy Low High

Compensation system Hourly or weekly wage Lump sum for project

Material input requirements High degree of certainty Uncertain

Supplier ties Longer duration Shorter duration
More formal Less formal

Raw materials inventory Large Small

Scheduling complexity Lower Higher

Quality control Formal Informal

Information flows Less important Very important

Worker-mgmt communication Less important Very important

Duration On-going Temporary

Product or service Repetitive Unique

FIGURE 11.1 Characteristics of operational and project work.

2 Project Management Institute Standards Committee, A Guide to the Project Management Body of
Knowledge (Project Management Institute, 1996).
3 Ibid.



and functions), and project scope (the work required to deliver a product or serv-
ice with the intended product scope). Time refers to the time required to complete
the project, while cost encompasses all the resources required to carry out the proj-
ect. A successful balance of scope, time, and cost yields a high-quality project—one
in which the needs and expectations of the users are met. The tricky part of proj-
ect management is successfully juggling these three elements while on a high wire,
which amounts to shifting the triangle’s base to keep it in balance. Changes in any
one of the sides of the triangle affects one or both of the other sides. For example,
if the project scope increases, more time and/or more resources (cost) are needed
to do the additional work. This increase in scope after a project has begun is aptly
called scope creep. In most projects only two of these elements can be optimized,
and the third must be adjusted to maintain balance. It is important that the project
stakeholders decide on the overriding “key success factor” (i.e., time, cost, or scope),
though the project manager has the important responsibility of demonstrating to the
stakeholders the impact on the project of selecting any of these. 

The project manager’s role is to develop a system to effectively and efficiently
manage these competing demands. Typical activities include the following:

• Ensuring progress of the project according to defined metrics

• Identifying risks and assessing their probability of occurrence

• Ensuring progress toward deliverables within constraints of time 
and resources

• Running coordination meetings of the project team

• Negotiating for resources on behalf of the project in light of its scope

A general manager often oversees more than one project, and his or her role
can vary. The manager may be the customer for any given project, as well as the
source of its resources. These dual roles can make it easier for the general man-
ager to ensure attention to both a project’s risks and its business value.

c PROJECT MEASUREMENT

Some metrics used for IS projects are the same as those used for all business proj-
ects: on-time, on-budget, and met specifications. Projects are measured against
budgets of cost, schedules of deliverables, and the amount of functionality in the
system scope. 
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IT projects are difficult to estimate, despite the increasing amount of atten-
tion given to mastering this task. Most software projects fail to meet their sched-
ules and budgets. Managers attribute that failure to poor estimating techniques,
poorly monitored progress protocols, and the idea that schedule slippage can be
solved by simply adding additional people.4 Not only does this assume that people
and months are interchangeable, but if the project is off schedule, it may be that
the project was incorrectly designed in the first place, and putting additional peo-
ple on the project just hastens the process to an inappropriate end.

Many projects are measured in “man-months,” the most common unit for dis-
cussing the size of a project. For example, a project that takes 100 man-months
means that it will take one person 100 months to do the work, or 100 people can
do it in a month. Some problems accompany this metric. For example, some proj-
ects cannot be sped up with additional people. An analogy is that of pregnancy. It
takes one woman nine months to carry a baby, and putting nine people on the job
for one month cannot speed up the process. Software systems often involve highly
interactive, complex sets of tasks that rely on each other to make a completed sys-
tem. In some cases additional people can speed up the process, but most projects
cannot be made more efficient simply by adding labor. Often, adding people to a
late project only makes the project later.5

Measuring how well the system meets specifications and business requirements
laid out in the project scope is more complex. Metrics for functionality are typi-
cally divided along lines of business functionality and system functionality. The first
set of measures are those derived specifically from the requirements and business
needs that generated the project, such as automating the order entry process or
building a knowledge management system for product design. In examples such
as these, a set of metrics can be derived to measure whether the system meets
expectations. However, other aspects of functionality, related to the system itself,
are also important to measure. An example is usability, or how well individuals can
and do use the system. Sample measures might be the number of users who use
the system, their satisfaction with the system, the time it takes them to learn the
system, the speed of performance, and the rate of errors made by users. Another
common metric is system reliability. For example, one might measure the amount
of time the system is up (or running), and the amount of time the system is down
(or not running).

c PROJECT ELEMENTS 

Project work requires in-depth situational analyses and the organization of com-
plex activities into often coincident sequences of discrete tasks. The outcomes of
each activity must be tested and integrated into the larger process to produce the
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desired result. The number of variables affecting the performance of such work is
potentially enormous. 

Four elements essential for any project include a (1) common project vocabu-
lary, (2) teamwork, (3) a project cycle plan, and (4) project management. A common
project vocabulary allows all those involved with the project to understand the proj-
ect and communicate effectively. Teamwork ensures that all parts of the project come
together correctly and efficiently. The plan represents the methodology and sched-
ule to be used by the team to execute the project. Finally, management is necessary
to make sure the entire project is executed appropriately and coordinated properly.
As a result of good project management, the project scope can be realistically defined
and the project can be completed on time and within budget.

It is essential to understand the interrelationships among these elements and
with the project itself. Both a commitment to teamwork and a common project
vocabulary must permeate the management of a project throughout its life. The
project plan consists of the sequential steps of organizing and tracking the work of
the team. Finally, project management itself comprises a set of tools to balance com-
peting demands for resources and ensure the completion of work at each step and
as situational elements evolve through the project plan.

Common Project Vocabulary

The typical project team comprises consultants who are new to the organization, a
growing number of technical specialists, and business members. Each area of exper-
tise represented by team members uses a different technical vocabulary. When used
together in the team context, these different vocabularies make it difficult to carry
on conversations, meetings, and correspondence. For example, a market research
analyst and software analyst may use words unique to their specialty or attach dif-
ferent meanings to the same words. To avoid misunderstandings, project team mem-
bers should commit to a consistent meaning for terms used on their project. After
agreeing upon definitions and common meanings, the project team should record
and explain the agreed-upon terms in its own common project vocabulary. The com-
mon project vocabulary includes many terms and meanings that are unfamiliar to
the general manager and the team’s other business members. To improve their com-
munications with general managers, users, and other nontechnical people, techni-
cal people should limit their use of acronyms and cryptic words, and should strive
to place only the most critical ones in the common project vocabulary.

Teamwork

Business teams often fail because members don’t understand the nature of the work
required to make their team effective. Teamwork begins by clearly defining the
team’s objectives and each member’s role in achieving these objectives. Teams need
to have a common standard of conduct, shared rewards, a shared understanding
of roles, and team spirit. Project managers should leverage team member skills,
knowledge, experiences, and capabilities when assigning the team members to com-
plete specific activities on an as-needed basis. In addition to their completing team
activities, team members also represent their departments and transmit informa-
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tion about their department to other team members. Such information sharing con-
stitutes the first step toward building consensus on critical project issues that affect
the entire organization. Thus, effective project managers use teamwork both to
organize and apply human resources, and to collect and share information through-
out the organization.

Project Cycle Plan 

The project cycle plan organizes discrete project activities and sequences them in
steps along a timeline so that the project delivers according to the requirements of
customers and stakeholders. It identifies critical beginning and end dates and breaks
the work spanning these dates into phases. Using the plan, the time and resources
needed to complete the work based on the project’s scope are identified, and tasks
are assigned to team members. The general manager tracks the phases in order to
coordinate the eventual transition from project to operational status, a process that
culminates on the “go live” date. The project manager uses the phases to control
the progress of work. He or she may establish control gates at various points along
the way in order to verify that project work to date has met key requirements
regarding cost, quality, and features. If it has not met these requirements, he or
she can make corrections to the project plan and adjust the cycle as necessary.

The project cycle plan can be developed using various approaches and soft-
ware tools. The three most common approaches are the project evaluation and
review technique (PERT), critical path method (CPM), and Gantt chart. PERT
identifies the tasks within the project, orders the tasks in a time sequence, iden-
tifies their interdependencies, and estimates the time required to complete the
task. Tasks that must be performed individually and that, together, account for
the total elapsed time of the project are considered to be critical tasks.
Noncritical tasks are those for which some slack time can be built into the sched-
ules without affecting the duration of the entire project. A PERT chart is shown
in Figure 11.3. 

CPM is a project planning and scheduling tool that is similar to PERT.
Unlike PERT, CPM incorporates a capability for identifying relationships
between costs and the completion date of a project, as well as the amount and
value of resources that must be applied in alternative situations. The two
approaches differ in terms of time estimates. PERT builds upon broad estimates
about the time needed to complete project tasks. It calculates the optimistic,
most probable, and pessimistic time estimates for each task. In contrast, CPM
assumes that all time requirements for completion of individual tasks are rela-
tively predictable. Because of these differences, CPM tends to be used on proj-
ects for which direct relationships can be established between time and
resources (costs). 

Gantt charts are a commonly used visual tool for displaying time relationships
of project tasks and for monitoring the progress toward project completion. A Gantt
chart is displayed in Figure 11.4.
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Software tools, such as Microsoft Project, Primavera Project Planner, and
Timeline, help manage scheduling and other aspects of planning. These appli-
cations enable the definition of tasks at various levels of detail, delineation of rela-
tionships among tasks, allocation of resources to tasks, and calculation of the
project’s critical path. They also generate charts such as PERT and Gantt charts.

Figure 11.5 compares a generic project cycle plan with one for a typical high-
tech commercial business and with one for an investigative task force. Notice that
while each of these plans has unique phases, all can loosely be described by three
periods (shown at the top of the diagram): requirements period, development
period, and production/distribution period.

The manager must attend to the following aspects of the work throughout the
project cycle:6

• The technical aspect includes all activities related to satisfying the tech-
nical and quality requirements. 

• The budget aspect describes all activities related to the appropriation of
project funds by executive management and the securing and accounting
of funds by the project manager.
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6 Kevin Forsberg, Hal Mooz, and Howard Cotterman, Visualizing Project Management (Hoboken,
NJ: John Wiley & Sons, 1996).

Requirements Deployment/
Definition Period Production Period Dissemination Period

Investigation Task Force

User Research Information Collection Collection Draft Publication Distribution 
requirement concept use planning and analysis report phase phase
definition definition specification phase phase phase

Typical High Tech Commercial Business

Product Product Product Product Engineer Internal External Production Manufac-
requirements definition proposal develop- model test test phase turing
phase phase phase ment phase phase phase sales & 

phase support 
phase

Generic Project Cycle Template

User Concept System Acqui- Source Development Verifica- Deploy- Operations/ Deacti-
require- definition specifi- sition selection phase tion ment or maintenance vate 
ment phase cation planning phase phase produc- or sales/ phase
definition phase phase tion phase support 
phase phase

FIGURE 11.5 Project cycle template. 
Source: Adapted from K. Forsberg, H. Mooz, and H. Cotterman, Visualizing Project Management
(Hoboken, NJ: John Wiley & Sons, 1996). Used with permission.



• The business aspect encompasses all activities related to the manage-
ment of the project and any associated contracts.

These aspects of a project interrelate as they develop through the cycle. They
reflect the project triangle to the extent that a change in the quality requirements
for the project will normally alter the cost, scope, and time involved. The elements
of project management presented next provide tools to use in balancing the vary-
ing aspects of a project.

Elements of Project Management

The nine elements described in this section represent management skills that can
be organized into a toolbox of sorts. Each element addresses a specific factor that
affects a project’s chances of success. The challenge facing a project manager is to
learn and apply the techniques properly in the situations that require them. The
elements include (1) identification of requirements, (2) organizational integration,
(3) team management, (4) risk and opportunity management, (5) project control,
(6) project visibility, (7) project status, (8) corrective action, and (9) project lead-
ership. Figure 11.6 summarizes these elements.

Identification of Requirements

The project manager must determine what the project needs to deliver, and he or
she must manage against these project requirements as they change over time. The
process of identifying project requirements involves determining the project scope,
which comprises numerous tasks. Some of them are selection in concept, decompo-
sition or analysis, definition, documentation, definitive identification, integration into
the project plan, specification, substantiation, validation, and verification. Managing
this process may entail systems analysis and design, establishing the traceability of
requirements identified, assigning accountability, and modeling to specification.

Organizational Integration

Ideally, the project manager should start with a structure similar to the organi-
zation in support of the project. Doing so might mean revising organizational
reporting relationships and reward systems for members of the project team so
they can spend time on the project. The following models are helpful to struc-
ture simple projects:7

• Pure functional structure (Figure 11.7) works best for a single project
that operates with relative independence in terms of organizational
interface or technology. This model falls short when an organization
must manage multiple projects.

• Pure purpose (project) structure (Figure 11.8) works best when perform-
ance according to scheduling, geographic, or product cost considerations
is paramount and the cost of development is relatively unimportant.
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Elements of Management Rationale Major Focus

Requirements Failure to manage requirements Formulate
which initiate and drive projects 
is the major cause of failure.

Organizing Putting structure around the key 
activities, people, and resources is 
critical to successful management.

Project Team Teams are newly formed for 
each project and include 
subcontractors and outsourcing.

Planning Needed to provide roadmap Proactive
of tasks to be done including 
schedule, budget, and 
deliverables.

Risk and Significant cause of project failures 
Opportunity Management if not specifically managed.

Project Control When properly implemented, 
controls identify whether project 
is proceeding appropriately.

Visibility Needed to keep all stakeholders 
informed.

Status Need hard metrics, measures, Variance Control
and variances to supplement 
activity reports.

Corrective Action Innovative actions needed to Reactive
get back on track with plan.

Leadership Creation of team energy to Motivate
succeed with plan.

FIGURE 11.6 Elements of management. 
Source: K. Forsberg, H. Mooz, and H. Cotterman, Visualizing Project Management (Hoboken, NJ: 
John Wiley & Sons, 1996). Used with permission.

• Conventional matrix structure (Figure 11.9) works well when the project
manager truly controls the project funds and enjoys clearly defined rela-
tionships with supporting managers, including formal commitments and
their participation in project planning. This model fails when the project
manager is seen as a mere coordinator of activity and the supporting
managers perform only on a “best effort” basis.

• Co-located matrix structure (Figure 11.10) should be considered for
high-priority projects that depend on key resources and/or technologies
and when ongoing involvement with operating strategy is secondary.

In many organizations the project must simply fit itself into existing structures.
Even in this instance, it remains important to understand the trade-offs made by
adapting the project to the organizational context.
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Team Management

The project manager must acquire and manage the required human resources.
Tools commonly available in human resource departments assess professional com-
petencies and skills, as well as personal traits and behaviors. Such assessments help
the project manager select team members with specific roles in mind. As a proj-
ect progresses through its life cycle, the number of people assigned typically
increases, at least periodically. Such growth adds to the need for ongoing manage-
ment by the project manager.

Risk and Opportunity Management

Managing risks and opportunities throughout the project life cycle is a critical task
of the team. The first step is to identify risks and opportunities, and assess the prob-
ability, potential impact on the project, and any anticipated outcomes. Then the
outcomes are predicted in light of particular risks and opportunities. Once those
tasks are done, strategies are developed to maximize opportunities and minimize
risks, and cost estimates of all alternatives can be made. By comparing costs and
benefits of various courses of action, the team can select which sequence of actions
to take and obtain agreement from necessary parties. As a precaution, all decisions,
and the rationales leading to those decisions, should be documented. Then, when
questions arise, the documentation provides a way to analyze the effectiveness of
the action and why it was chosen. Managing project risk is discussed in greater detail
later in this chapter.

Project Control

Effective project management requires the exercise of control sufficient to mini-
mize risks and maximize the likelihood of meeting or exceeding requirements. The
following variables affect the quality of project control:

• The nature and number of entities that require control. Examples include
changes in process or project requirements, the roles or performance of
key team members, and the schedule for various phases of the work.

• Control standards. Which criteria provide the most telling measures of
success in any phase of the project?

• Control authority. The team must identify those groups or individuals
whose requirements define the performance criteria.

• Control mechanisms. The project plan must include devices, struc-
tures, or events that can track progress or performance against the
identified standards.

• Variance detection. The team must understand at what point its process
has veered substantially from the critical path or where performance
has fallen significantly short of identified standards, so that it can make
needed corrections.

To illustrate, if the management issue is control of the project schedule, the
control standard might be the agreed-upon master schedule, and the business man-
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ager the control authority. Status review modules in Microsoft Project software
might provide the control mechanism, as well as opportunities to detect intolera-
ble variances from the standard. Missing or easily bypassed controls can prevent
the successful completion of a project.

Project Visibility

It is essential to manage communication among team members and between
the team and any project stakeholders. Techniques range from the old-fash-
ioned approach sometimes called “managing by walking around” to the more
technological approaches of video conferencing, e-mail, and voice mail. One
effective technique to raise visibility uses a project information center com-
prised of physical displays in a central location.

Project Status

Status checks measure the project’s performance against the plan to alert every-
one to any adjustments needed to the budget, schedule, or other business or tech-
nical aspects of the project. The status of these elements should be evaluated in a
combined format, because of their interrelationship.

Corrective Action

Corrective techniques place the project back on track after a variation from the plan
is detected. Examples of these reactive techniques include adding work shifts,
lengthening work hours, and changing leadership.

Project Leadership

Project leadership is the management quality that binds the other eight elements
together. Lack of leadership can result in unmotivated people doing the wrong
things and ultimately derailing the project. Strong project leaders skillfully man-
age team composition, reward systems, and other techniques to focus, align, and
motivate team members. Figure 11.11 reflects the inverse relationship between the
magnitude of the project leader’s role and the experience and commitment of the
team. In organizations with strong processes for project management and profes-
sionals trained for this activity, the need for aggressive project leadership is reduced.
However, strong project leaders are needed to help the organization develop proj-
ect competency to begin with.

c IT PROJECT DEVELOPMENT METHODOLOGIES 

One of the sayings in the industry is that there is no such thing as an IT project;
all projects are really business projects involving varying degrees of IT. Sometimes,
managing the IT component of a project is referred to separately as an IT project,
not only for simplicity, but because the business world perceives that managing an
IT project is somehow different from managing any other type of project. However,
projects done by the IT department typically include an associated business case;
and even though the project owner may be an IT person, mounting evidence indi-
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cates that IT projects are just business projects involving significant amounts of
technology. The more complex the IT aspect of the project, the higher is the risk
of failure of the project

The choice of development methodologies and managerial influences also dis-
tinguish IT projects from other projects. The general manager needs to under-
stand the issues specific to the IT aspects of projects in order to select the right
management tools for the particular challenges presented in such projects.
Traditionally IT professionals use four main methodologies to manage the tech-
nology projects. Of those methods, systems development life cycle (SDLC) is
a popular method for developing information systems. Other traditional methods
are prototyping, rapid applications development (RAD), and joint applications
development (JAD).

Systems Development Life Cycle

Systems development is the set of activities used to create an IS. The SDLC typ-
ically refers to the process of designing and delivering the entire system. Although
the system includes the hardware, software, networking, and data (as discussed in
Chapter 6), the SDLC generally is used in one of two distinct ways. On the one
hand, SDLC is the general project plan of all the activities that must take place for
the entire system to be put into operation, including the analysis and feasibility
study, the development or acquisition of components, the implementation activi-
ties, the maintenance activities, and the retirement activities. In the context of an
information system, however, SDLC can refer to a highly structured, disciplined,
and formal process for design and development of system software. In either view,
the SDLC is grounded upon the systems approach and allows the developer to
focus on system goals and trade-offs.

SDLC refers to a process in which the phases of the project are well docu-
mented, milestones are clearly identified, and all individuals involved in the proj-
ect fully understand what exactly the project consists of and when deliverables are
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to be made. This approach is much more structured than other development
approaches, such as prototyping, RAD, or JAD. However, despite being a highly
structured approach, no single well-accepted SDLC process exists. 

For any specific organization, and for a specific project, the actual tasks under
each phase may vary. In addition, the checkpoints, metrics, and documentation may
vary somewhat. SDLC typically consists of seven phases (see Figure 11.12). Each
phase is carefully planned and documented. The first phase, project initiation, is
where it is first considered and scoped. Approval is acquired before proceeding to
the second phase, after it is determined that the project is technically, operationally,
and financially feasible. The second phase is the requirements definition phase, where
the problem is defined and needs and prerequisites are assessed and documented.
Often the requirements are determined by studying the existing systems. Again,
approval is obtained before proceeding. The third phase involves the functional
design, at which point the specifications are discussed and documented. 

The system is designed in conceptual terms. Approval is obtained on the func-
tional specifications before technical design is begun. At phase four, functional spec-
ifications are translated into a technical design, and construction takes place. Here
the system is actually built. If the system is acquired, it is at this point customized as
needed for the business environment. Following construction is the verification phase,
where the system is tested to ensure usability, security, operability, and that it meets
the specifications for which it is designed. Multiple levels of testing are performed
in this phase: unit testing, pairs testing, system testing, and acceptance testing. 

After acceptance testing, project sign-off and approval signal that the system
is acceptable to the users, and implementation, the sixth phase, begins. This phase
is the “cutover” where the new system is put in operation and all links are estab-
lished. Cutover may be performed in several ways: the old system may run along-
side the new system (parallel conversion), the old system may stop running as soon
as the new system is installed (direct cutover), or the new system may be installed
in stages across locations, or in phases. Finally, the system enters the maintenance
and review phase, where metrics are taken to ensure the system continues to meet
the needs for which it was designed. Maintenance and enhancements are conducted
on the system until it is decided that a new system should be developed and the
SDLC begins anew. The maintenance and review phase is typically the longest
phase of the life cycle.

Prototyping 

Several problems arise with using traditional SDLC methodology for current IT proj-
ects. First, many systems projects fail to meet objectives, even with the structure of
SDLC. The primary reason is often because the skills needed to estimate costs and
schedules are difficult to obtain, and each project is often so unique that previous
experience may not provide the skills needed for the current project. Second, even
though objectives that were specified for the system were met, those objectives may
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Phase Description Sample Activities

Initiation and Project is begun with a formal Document project objectives, scope, 
feasibility initiation and overall project benefits, assumptions, constraints,

is understood by IS and user/ estimated costs and schedule, and user
customers. commitment mechanisms.

Requirements The system specifications are Define business functionality; review 
definition identified and documented. existing systems; identify current 

problems and issues; identify and
prioritize user requirements; identify 
potential solutions; develop user 
acceptance plan, user documentation 
needs, and user training strategy. 

Functional The system is designed. Complete a detailed analysis of new
design system including entity-relationship

diagrams, data-flow diagrams, and
functional design diagrams; define
security needs; revise system
architecture; identify standards, define
systems acceptance criteria; define test
scenarios; revise implementation strategy; 
freeze design.

Technical design The system is built. Finalize architecture, technical issues, 
and construction standards and data needs; complete 

technical definition of data access, 
programming flows, interfaces, special 
needs, inter-system processing, 
conversion strategy, and test plans; 
construct system; revise schedule, plan, 
and costs, as necessary.

Verification The system is reviewed to Finalize verification testing, stress testing
make sure it meets user testing, security testing, error 
specifications and handling procedures designed, end-user
requirements. training, documentation and support.

Implementation The system is brought up Put system into production envi-
for use. ronment; establish security proce-

dures; deliver user documentation;
execute training and complete 
monitoring of system.

Maintenance The system is maintained Conduct user review and evaluation, 
and review and repaired as needed and internal review and evaluation; 

throughout its lifetime. check metrics to ensure usability, 
reliability, utility, cost, satisfaction, 
business value, etc.

FIGURE 11.12 Systems development life cycle (SDLC) phases.



reflect a scope that is too broad or too narrow. Thus, the problem the system was
designed to solve may still exist, or the opportunity that it was to capitalize upon
may not be appropriately leveraged. Third, organizations need to respond quickly
because of the dynamic nature of the business environment. Not enough time is
available to adequately do each step of the SDLC for each IT project. Therefore,
three other methodologies have become popular: prototyping, RAD, and JAD.
These methodologies all use an iterative approach, as shown in Figure 11.13. 

Prototyping is a type of evolutionary development, the method of building
systems where developers get the general idea of what is needed by the users, and
then build a fast, high-level version of the system as the beginning of the project.
The idea of prototyping is to quickly get a version of the software in the hands of
the users, and to jointly evolve the system through a series of iterative cycles of
design. In this way, the system is done either when the users are happy with the
design, or when the system is proven impossible, too costly, or too complex. Some
IS groups use prototyping as a methodology by itself because users are involved in
the development much more closely than is possible with the traditional SDLC
process. Users see the day-to-day growth of the system and contribute frequently
to the development process. Through this iterative process, the system require-
ments usually are made clear. 

The drawbacks to this methodology are, first, documentation may be more dif-
ficult to write. Because the system evolves, it takes much more discipline to ensure
the documentation is adequate. Second, because users see the prototype develop,
they often do not understand that a final prototype may not be scalable to an oper-
ational version of the system without additional costs and organizational commit-
ments. Once users see a working model, they assume the work is also almost done,
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which is not usually the case. An operational version of the system needs to be
developed. However, an operational version may be difficult to complete because
the user is unwilling to give up a system that is up and running, and they often have
unrealistic expectations about the amount of work involved in creating an opera-
tional version. This reluctance leads to the fourth drawback. Because it may be
nearly impossible to definitively say when the prototype is done, the prototyping
development process may be difficult to manage. Fifth, this approach is not suit-
able for all systems. It is difficult to integrate across a broad range of requirements,
which makes this approach suited for “quick and dirty” types of systems. Developers
should rely on a more structured approach such as the SDLC for extremely large
and complex systems. Finally, because of the speed of development, system design
flaws may be more prevalent in this approach and the system may be harder to
maintain than when the system is developed using the SDLC.

Rapid Applications Development and 
Joint Applications Development

Rapid applications development (RAD) is similar to prototyping in that it is
an interactive process, where tools are used to drastically speed up the develop-
ment process. RAD systems typically have tools for developing the user interface—
called the graphical user interface (GUI)—reusable code, code generation, and
programming language testing and debugging. These tools make it easy for the
developer to build a library of standard sets of code (sometimes called objects)
that can easily be used (and reused) in multiple applications. Similarly, RAD sys-
tems typically have the ability to allow the developer to simply “drag and drop”
objects into the design, and the RAD system automatically writes the code nec-
essary to include that functionality. Finally, the system includes a set of tools to
create, test, and debug the programs written in the pure programming language.
RAD is commonly used for developing user interfaces and rewriting legacy appli-
cations. It may incorporate prototyping to involve users early and actively in the
design process. Although RAD is an approach that works well in the increasingly
dynamic environment of systems developers, it does have some drawbacks.
Sometimes basic principles of software development (e.g., programming standards,
documentation, data-naming standards, backup and recovery, etc.) are overlooked
in the race to finish the project. Also, the process may be so speedy that require-
ments are frozen too early.8

Joint applications development (JAD) is a version of RAD or prototyping
in which users are more integrally involved, as a group, with the entire develop-
ment process up to and, in some cases, including coding. JAD uses a group
approach to elicit requirements in a complete manner. Interviewing groups of users
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saves interviewing and data collection time, but it can be expensive in terms of the
travel and living expenses needed to get the participants together. A summary of
the advantages and disadvantages of the SDLC, prototyping, RAD, and JAD are
found in Figure 11.14.

Other Development Methodologies

One of the dangers that developers face is pretending to follow a predictable devel-
opment process when they really can’t. In response to this challenge, agile devel-
opment methodologies are being championed. These include XP (Extreme
Programming), Crystal, Scrum, Feature-Driven Development, and Dynamic
System Development Method (DSDM). To deal with unpredictability, agile
methodologies tend to be people- rather than process-oriented. They adapt to
changing requirements by iteratively developing systems in small stages. Some build
upon existing methodologies. For example, DSDM is an extension of RAD used
in the United Kingdom that draws upon the underlying principles of active user
interaction, frequent deliveries, and empowered teams. It is based on three types
of cycles (i.e., functional model cycle, design and build cycle, and the implemen-
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Methodology

SDLC

Prototyping

RAD

JAD

Advantages

• Structured approach with milestones  
 and approvals for each phase

• Uses system approach

• Focuses on goals and trade-offs

• Emphasizes documentation

• Improved user communications

• Users like it

• Speeds up development process

• Good for eliciting system 
 requirements

• Provides a tangible model to serve as 
 basis for production version

• Speed of development

• Heavy user participation

• Use of GUI and other development 
 tools

• Saves interviewing and data   
 collection time

• Structured process

• Highly collaborative withbusiness

Disadvantages

• Systems often fail to meet objectives

• Needed skills are often difficult to 
 obtain

• Scope may be defined too broadly or 
 too narrowly

• Very time consuming

• Often underdocumented

• Not designed to be an operational  
 version

• Often creates unrealistic expectations

• Difficult-to-manage development  
 process

• Integration often difficult

• Design flaws more prevalent than in  
 SDLC

• Often hard to maintain

• Requirements frozen too early

• Basic standards often overlooked

• Expensive

• Low use of technology

FIGURE 11.14 Comparison of IT project development methodologies.



tation cycle) that occur (and reoccur) in cycles of between two and six weeks. In
contrast is XP, a more prescriptive agile methodology the revolves around twelve
practices, including pair programming, test-driven development, simple design, and
small releases.9

Object-oriented development is becoming increasingly popular as a way to
avoid the pitfalls of procedural methodologies. Object-oriented development,
unlike more traditional development using the SDLC, builds upon the concept of
objects. An object encapsulates both the data stored about an entity and the oper-
ations that manipulate that data. A program developed using an object-orientation
is basically a collection of objects. The object-orientation makes it easier for devel-
opers to think in terms of reusable components. Using existing components can
save programming time. Such component-based development, however, assumes
that the components have been saved in a repository and can be retrieved when
needed. It also assumes that the components in the programs in newly developed
information systems can communicate with one another.

Many good references are available for systems development, but further detail
is beyond the scope of this text. The interested general manager is referred to a
more detailed systems development text for a deeper understanding of this criti-
cal IS process.

c MANAGERIAL INFLUENCES

General managers face a broad range of influences during the development of proj-
ects. Many of these technical, organizational, and socioeconomic influences are rel-
atively unique to IT projects.

Technical Influences 

Complex technical issues potentially command attention that might be better
focused on business and budget issues. General managers who are uncomfortable
with technology often either ignore the issues, delegating entirely to the IS organ-
ization, or focus inappropriate attention on managing the technology to counter
their fear. The technical aspects of IT projects do require special attention, but no
more than the people, financial, or other resources of the project.

Three software tools used to aid in managing the technical issues are the soft-
ware development library, an automated audit trail, and software metrics. The
software development library is a controlled collection of software, documenta-
tion, test data, and associated tools. Programs, utilities, and other software mod-
ules are kept here for several reasons. First is integrity. With multiple copies of
a piece of software floating around an organization, it is difficult to know which copy
is the actual one for the project. The software library keeps the copy that other 
modules can use to ensure that the correct version is available. Second is reuse. A
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software library is useful for programmers who need code, but do not know where
to find it. The library is the storage area where programmers would look for code
they want to reuse in their module. Third is control. Not only does the library ensure
that the software is the right one, but it can make sure that only those authorized
to work on the code have access to it.

Another tool, an automated audit trail, allows the team to track each change
made to the code. Each step is recorded in such a way as to capture exactly what
was done, making it possible to undo if necessary. The ability to trace each step is
important should a problem be found. It allows the troubleshooter to retrace and
in some cases to regenerate old code to identify where the problem originates.
Further, some quality assurance processes require analysis of the generation
process, and the audit trail provides that information.

Software metrics are another tool used to manage the technical aspects of the
project. The following list serves to identify some of the key terms that a general
manager is likely to encounter.

• Source lines of code (SLOC): The number of lines of code in the source
file of the software product

• Source statement: The number of statements in the source file

• Function points: The functional requirements of the software product,
which can be estimated earlier than total lines of code

• Inheritance depth: The number of levels through which values must be
remembered in a software object

• Schedule slip: The current scheduled time divided by the original sched-
uled time

• Percentage complete: The progress of a software product measured in
terms of days or effort

Taken together, these tools can help the team to manage technical aspects of a proj-
ect in such a way as to maintain a balance with other business aspects. 

Managing Organizational and Socioeconomic Influences

The general manager must understand three major organizational influences (see
Chapter 1 for a discussion of these factors): organizational systems, organizational
culture, and organizational structure. The control systems used for non-project-
based operations usually do not support project management in an efficient man-
ner. For example, financial reporting systems designed for daily transaction-based
operations do not fit well with the reporting needs of a project. Knowing daily profit
and loss may not be the best metric for managing a project. A better system would
link financial and other metrics with the goals of project stakeholders such as proj-
ect cost or completion progress. A consultant who bills monthly based on the per-
centage of the project that is complete should be monitored with a financial system
that tracks resource costs based on percentage complete. The general manager
should strive to align the organizational systems with project goals.
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The organizational culture influences the leadership style of the project manager
and the communication between team members. When selecting a project manager,
cultural factors should be evaluated. For example, a culture that rewards individual
achievement over team participation may hinder a project team. Members might hoard
information instead of sharing it. A leader who sets the example for the team has the
opportunity to eliminate or reinforce these barriers. Project time and leadership might
also be allocated to help the project teamwork through these barriers.

Socioeconomic influences on projects include government and industry
standards, globalization, and cultural issues. Trends external to the organiza-
tion, such as changes in industry standards and regulations, usually affect all
projects in varying degrees. An example is the growth of Java as an operating
standard for Web-developed applications. This factor greatly affected projects
written in other languages. Programmers were increasingly difficult to find and
many of the best and brightest only wanted jobs in the newest language. In cer-
tain cases the standards or regulations may not be known, and managing them
means including possible scenarios in the risk management program.
Globalization trends create the need for projects that span time zones, oceans,
and national boundaries, adding to already complex conditions. Cultural influ-
ences, such as economic, ethical, and religious factors, affect the relationship
between people and between organizations. All of these factors need to be con-
sidered in the project decisions made by the general manager. These influences
should not be underestimated—every management text considers them impor-
tant enough to warrant extensive coverage.

c MANAGING PROJECT RISK

IT projects are often distinguished from many non-IT projects on the basis of their
high levels of risk. Consider this case example: A general manager is given six
months and $500,000 to install a corporate Web site from which customers can
order the company’s product directly. What should the manager be thinking about
as he or she begins organizing a project to accomplish this objective? Certainly proj-
ect risk is an important factor to be managed. We consider risk to be a function of
complexity, clarity, and size. 

Complexity

What determines risk on IT projects? The first determinant is the complexity level,
or the extent of difficulty and interdependent components, of the project. Several
factors contribute to greater complexity in IT projects. The first is the sheer pace
of technological change. The increasing numbers of products and technologies
affecting the marketplace cause rapidly changing views of any firm’s future busi-
ness situation. For example, introducing a new programming language such as Java
creates significantly different ideas in people’s minds about the future direction of
Web development. Such uncertainty can make it difficult for project team mem-
bers to identify and agree on common goals. This fast rate of change also creates
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new vocabularies to learn as technologies are implemented, which can undermine
effective communication.

The development of more complex technologies accelerates the trend toward
increased specialization among members of a project team and multiplies the num-
ber of interdependencies that must be tracked in project management. Team mem-
bers must be trained to work on the new technologies. More subprojects must be
managed, which, in turn, means developing a corresponding number of interfaces
to integrate the pieces (i.e., subprojects) back into a whole.

High complexity played a part in the failure of BAE Automated Systems to pro-
vide the City of Denver Airport with a single automated baggage handling system
as described in the press and documented in a Harvard Business School case.10The
original baggage system was scheduled to be completed in June 1993 and was
planned to service the concourse of a single carrier: United Airlines. However, dur-
ing the course of the project the City of Denver asked BAE to expand the system
to encompass baggage handling for the entire airport. This project proved to be
too complex to be accomplished in the time available. The technology and software
systems could not be scaled up to meet the demands of the whole airport, and after
long delays, court battles, and millions of dollars lost, the airport installed two addi-
tional baggage systems that had been developed by other firms.

Complexity can be determined once the context of the project has been estab-
lished. Questions that might be used to build this context include the following:

• How many products will this Web site sell?

• Will this site support global, national, regional, or local sales?

• How will this sales process interface with the existing customer fulfill-
ment process?

• Does the company possess the technical expertise in-house to build
the site?

• What other corporate systems and processes will this project affect?

• How and when will these other systems be coordinated?

Clarity

A project is more risky if it is hard to define. Clarity is concerned with the ability to
define the requirements of the system. A project has low clarity if the users cannot eas-
ily state their needs or define what they want from the system. The project also has low
clarity if user demands for the system or regulations that guide the structure of the sys-
tem change considerably over the life of a project. A project with high clarity is one in
which the systems requirements do not change and can be easily documented.
Purchasing a scheduling software package that applies scheduling rules across a broad
range of organizations would be an example of a high-clarity project for most firms.
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Size

Size also plays a big role in project risk. All other things being equal, big projects
are riskier than smaller ones. A project can be considered big if it has the follow-
ing characteristics:

• Large budget relative to other budgets in the organization

• Large number of team members (and hence reflecting a large number
of man-months)

• Large number of organizational units involved in the project

• Large number of programs/components

• Large number of function points or lines of code 

It is important to consider the relative size.11At a small company with an aver-
age project budget of $30,000, $90,000 would be a large project. However, to a
major corporation that just spent $2 million implementing an ERP, a $90,000
budget would be peanuts.

High Risk Level

The IS project management literature usually views risk management as a two-stage
process: first the risk is assessed and then actions are taken to control it.12The pro-
ject’s complexity, clarity, and size determine its risk. Varying levels of these three
determinants differentially affect the amount of project risk. At one extreme, large,
highly complex projects that are low in clarity are extremely risky. In contrast, small
projects that are low in complexity and high in clarity are low risk. Everything else
is somewhere in between. 

The level of risk determines how formal the project management system and
detailed the planning should be. When it is difficult to estimate how long or how
much a project will cost because it is so complex or what should be done because
its clarity is so low, formal management practices or planning is inappropriate. A
high level of planning is not only almost impossible in these circumstances because
of the uncertainty surrounding the project, but it also makes it difficult to adapt to
external changes that are bound to occur. On the other hand, formal planning tools
may be useful in low-risk projects because they can help structure the sequence
of tasks as well as provide realistic cost and time targets.13

Managing the Complexity Aspects of Project Risk

The more complex the project, the greater is the risk. The increasing dependence
on IT in all aspects of business means that managing the risk level of an IT project
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is critical to a general manager’s job. Organizations increasingly embed IT deeper
into their business processes, raising efficiency but also increasing risk. Many com-
panies now rely entirely on IT for their revenue-generating processes, whether the
process uses the Internet or not. For example, airlines are dependent on IT for gen-
erating reservations and ultimately sales. If the reservation system goes down, that
is, if it fails, agents simply cannot sell tickets. In addition, even though the airplanes
technically can fly if the reservation system fails, the airline cannot manage seat
assignments, baggage, or passenger loads without the reservation system. In short,
the airline would have to stop doing business should its reservation system fail. That
type of dependence on IT raises the risk levels associated with adding or changing
the system. The manager may adopt several strategies in dealing with complexity,
including leveraging the technical skills of the team, relying on consultants to help
deal with project complexity, and other internal integration strategies.

Leveraging the Technical Skills of the Team When a project is complex, it is
helpful to have a leader with experience in similar situations, or who can translate
experiences in many different situations to this new complex one. For projects high
in complexity, it also helps to have team members with significant work experience,
especially if it is related. 

Relying on Consultants and Vendors Few organizations develop or maintain
the in-house capabilities they need to complete complex IT projects. Risk-averse
managers want people who possess crucial IT knowledge and skills. Often that skill
set can be attained only from previous experience on similar IT projects. Such peo-
ple are easier to find at consulting firms because consultants’ work is primarily proj-
ect based. Consulting firms rely on processes that develop the knowledge and
experience of their professionals. Thus, managers often choose to “lease” effective
IT team skills rather than try to build them within their own people. However, the
project manager must balance the benefits achieved from bringing in outsiders with
the costs of not developing that skill set in-house. When the project is over and the
consultants leave, will the organization be able to manage without them? Having
too many outsiders on a team also makes alignment more difficult. Outsiders may
have different objectives, such as selling more business, or learning new skills, which
might conflict with the project manager’s goal of completing the project.

Integrating Within the Organization Highly complex projects require good
communication among the team members, which helps them to operate as an inte-
grated unit. Ways of increasing internal integration include holding frequent team
meetings, documenting critical project decisions, and conducting regular techni-
cal status reviews.14 These approaches ensure that all team members are “on the
same page” and are aware of project requirements and milestones.
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Managing Clarity Aspects of Project Risk 

When a project has low clarity, project managers need to rely more heavily upon
the users to define system requirements. It means managing project stakeholders
and sustaining commitment to projects.

Managing Project Stakeholders A project’s low clarity may be the result of
its multiple stakeholders’ conflicting needs and expectations for the system.
Stakeholders are individuals and organizations that are actively involved in the
project, or whose interests may be positively or negatively affected as a result of
project execution or successful project completion.15 The project manager must
balance the goals of the various project stakeholders to achieve desired project
outcomes. The project manager may also need to specifically manage stakehold-
ers. It is not always a simple task to identify project stakeholders. They may be
employees, managers, users, other departments, or even customers. However,
failure to manage these stakeholders can lead to costly mistakes later in the proj-
ect if a particular group is not supportive of the project.

Key stakeholders on every project include the following:16

• Project manager: This individual is responsible for managing the project.

• Customer: This individual or organization uses the project product.
Multiple layers of customers may be involved. For example, the cus-
tomers for a new pharmaceutical product may include the doctors who
prescribe it, the patients who take it, and the insurers who pay for it.

• Performing organization: This enterprise provides the employees who
are most directly involved in doing the work of the project.

• Sponsor: This individual or group within the performing organization
provides the financial resources, in cash or in kind, for the project.

Managing the expectations and needs of these people often involves both the
project manager and the general manager. Project sponsors are especially critical
for IT projects with organizational change components. Sponsors use their power
and influence to remove project barriers by gathering support from various social
and political groups both inside and outside the organization. They often prove
to be valuable when participating in communication efforts to build the visibility
of the project. 

Sustaining Commitment to Projects

A key job of the project management team is to gain commitment from stake-
holders and to sustain that commitment throughout the life of the project.
Research indicates four primary types of determinants of commitment to projects
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(see Figure 11.15).17 They include project determinants, psychological determi-
nants, social determinants, and organizational determinants. Project teams often
focus on only the project factors, ignoring the other three types because of their
complexity. By identifying how these factors are manifested in an organization, how-
ever, project managers can use tactics to ensure a sustained commitment. For exam-
ple, to maintain commitment, a project team might continually remind stakeholders
of the benefits to gain from completion of this project. Likewise, assigning the right
project champion the task of selling the project to all levels of the organization can
maintain commitment. Other strategies to encourage stakeholder, especially user,
buy-in so that they can help clarify project requirements are making a user the proj-
ect team leader; placing key stakeholders on the project team; placing key stake-
holders in charge of the change process, training or installing the system; and
formally involving stakeholders in the specification approval process.

304 c Chapter 11 Project Management

17 See, for example, Mark Keil, “Pulling the Plug: Software Project Management and the Problem of
Project Escalation,” MIS Quarterly 19:4 (December 1995), pp. 421–447; and Michael Newman and
Rajiv Sabherwal, “Determinants of Commitment to Information Systems Development: A
Longitudinal Investigation,” MIS Quarterly 20:1 (March 1996), pp. 23–54.

Determinant Description Example

Project Objective attributes of the Projects are more likely to have 
project such as cost, benefits, higher commitment if they involve 
expected difficulty, and a large potential payoff.
duration

Psychological Factors managers use to Projects are more likely to have 
convince themselves things higher commitment when there is 
are not so bad, such as a previous history of success.
previous experience, personal 
responsibility for outcome, 
and biases

Social Elements of the various Projects are more likely to have 
groups involved in the higher commitment when external
process, such as rivalry, norms stakeholders have been publicly 
for consistency, and need for led to believe the project will be 
external validation successful.

Organizational Structural attributes of the Projects are more likely to have 
organization, such as political higher commitment when there is 
support, and alignment with strong political support from 
values and goals executive levels.

FIGURE 11.15 Determinants of commitment for IT projects.
Source: Adapted from Mark Keil, “Pulling the Plug: Software Project Management and the Problem
of Project Escalation,” MIS Quarterly (December 1995); and Michael Newman and Rajiv Sabherwal,
“Determinants of Commitment to Information Systems Development: A Longitudinal Investigation,”
MIS Quarterly (March 1996).



Pulling the Plug

These various risk management strategies are designed to turn potentially troubled
projects into successful ones. Often, projects in trouble persist long after they should
be abandoned. Research shows that the amount of money already spent on a proj-
ect biases managers toward continuing to fund the project even if its prospects for
success are questionable.18Other factors can also enter in the decision to keep proj-
ects too long. For example, when the penalties for failure within an organization
are high, project teams are often willing to go to great lengths to ensure that their
project persists, even if it means extending resources. Also, a propensity for taking
risks or an emotional attachment to the project by powerful individuals within the
organization can contribute to a troubled project continuing well beyond reason-
able time limits. 

Measuring Success

How does a manager know when a project has been a success? At the start of the
project, the general manager should consider several aspects based on achieving
the business goals. Care is needed to prevent forming a set of goals that is too nar-
row or too broad. It is important that the goals be measurable so that they can be
used throughout the project to provide the project manager with feedback.

Four dimensions of success are shown in Figure 11.16. The dimensions are
defined as follows:

• Resource constraints: Does the project meet the established time and
budget criteria? Most projects set some measure of success along this
dimension, which is a short-term success metric that is easy to measure.

• Impact on customers: How much benefit does the customer receive
from this project? Although some IT projects are transparent to the
organization’s end customer, every project can be measured on the bene-
fit to the immediate customer of the IS. This dimension includes per-
formance and technical specification measurements. 

• Business success: How high are the profits and how long do they last?
Did the project meet its return on investment goals? This dimension
must be aligned with the business strategy of the organization.

• Prepare the future: Has the project altered the infrastructure of the
organization so that in the future business success and customer impact
are more likely? Today many companies are building Internet infrastruc-
tures in anticipation of future business and customer benefits. Overall
success of this strategy will only be measurable in the future, although
projects underway now can be evaluated on how well they prepare the
business for future opportunities. 
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What other considerations should be made when defining success? Is it enough
just to complete a project? Is it necessary to finish on time and on budget? What
other dimensions are important? The type of project can greatly influence how crit-
ical each of these dimensions is in determining the overall success of the project.
It is the responsibility of the general manager to coordinate the overall business
strategy of the company with the project type and the project success measure-
ments. In this way, the necessary organizational changes can be coordinated to sup-
port the new information system.

c FOOD FOR THOUGHT: OPEN SOURCING 

Linux, the brainchild of Linus Torvalds, is a world-class operating system cre-
ated out of part-time hacking by several thousand developers scattered all over
the planet, and connected only by the Internet. This system was built using a
development approach called open sourcing, or the process of building and
improving “free” software by an Internet community. Torvalds managed the
development process by releasing early and often, delegating as much as possi-
ble, being open to new ideas, and archiving and managing the various versions
of the software. 

Eric Raymond, the author of The Cathedral and the Bazaar, suggests that the
Linux community resembles a great bazaar of differing agendas and approaches
(with submissions from anyone) out of which a coherent and stable system emerged.
This development approach is in contrast to cathedrals, in which software is care-
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Success Low Tech Medium Tech High Tech

Dimension Existing technologies Most technologies New, untested 
with new features are new but technologies

available before 
the project

Resource Important Overruns acceptable Overruns most 
Constraint likely

Impact on Added value Significantly Quantum leap in 
Customers improved effectiveness

capabilities

Business Success Profit; High profits; High, but may 
Return on Investment Market share come much later;

Market leader

Prepare the Future Gain additional New market; Leadership-core 
capabilities New service and future 

technologies

FIGURE 11.16 Success dimensions for various project types. 
Source: Adapted from Aaron Shenhar, Dov Dvir, and Ofer Levy, “Project Success: A Multidimensional
Strategic Approach,” Technology and Innovation Management Division (1998).



fully crafted by company employees working in isolation. The most frequently cited
example of a cathedral is Microsoft, a company known, if not ridiculed, for espous-
ing a proprietary approach to software development.19

Open sourcing is premised upon the concept of free software. Free software
offers the following freedoms for the software users:20

• The freedom to run the program, for any purpose.

• The freedom to study how the program works, and adapt it to your
needs. Access to the source code is a precondition for this.

• The freedom to distribute copies so that you can help your neighbor.

• The freedom to improve and release your improvements to the public,
so that the whole community benefits. Access to source code is a precon-
dition for this.

A user who modifies the software must observe the rule of copyleft, which stipu-
lates that the user cannot add restrictions to deny other people their central free-
doms regarding the free software.

Open sourcing is a movement that offers a speedy way to develop software.
Further, because it is made available to a whole community, testing is widespread.
Finally, its price is always right—it is free. However, a number of managerial issues
are associated with its use in a business organization.

• Preservation of intellectual property. The software is open to the whole
community. It cannot be sold, and its use cannot be restricted. So the
community is the “owner” of the code. Yet, how are the contributions of
individuals recognized?

• Updating and maintaining open source code. A strength of the open-
source movement is that it is open to the manipulation of members of an
entire community. That very strength makes it difficult to channel the
updating and maintenance of code.

• Competitive advantage. Because the code is available to all, a company
would not want to open-source a system that it hopes can give it a com-
petitive advantage.

• Tech support. The code may be free, but technical support usually
isn’t. Users of a system that was open-sourced must still be trained
and supported.

• Standards. Standards are open. Yet in a technical world that is filled with
incompatible standards, open sourcing may be unable to charter a viable
strategy for selecting and using standards.
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c SUMMARY

• A general manager fulfills an important role in project management. As a partici-
pant, the general manager may be called upon to select the project manager, to
provide resources to the project manager, and to provide direction to the project. 

• Project management involves continual trade-offs. The project triangle highlights the
need to delicately balance cost, time, and scope in order to achieve quality in a project.

• Four important project elements are common project vocabulary, teamwork, proj-
ect cycle plan, and project management.

• Understanding the complexity of the project, the environment in which it is devel-
oped, and the dimensions used to measure project success allows the general man-
ager to balance the trade-offs necessary for using resources effectively and to keep
the project’s direction aligned with the company’s business strategy.

• Four popular information technology project development methodologies are the
SDLC, prototyping, JAD, and RAD. Each of these methodologies offers both
advantages and drawbacks. Other methodologies are emerging.

• In increasingly dynamic environments, it is important to manage project risk.
Project risk is a function of project size, clarity, and level of complexity. For low-
clarity projects, it is important to interface with users and gain their commitment
in the project. Projects that are highly complex require leveraging the technical
skills of the team members, bringing in consultants when necessary, and using
other strategies to promote internal integration.

• Projects are here to stay, and every general manager must be a project manager at
some point in his or her career. As a project manager, the general manager is
expected to lead the daily activities of the project. This chapter offers insight into
the necessary skills, processes, and roles that project management requires.

c KEY TERMS

c DISCUSSION QUESTIONS

1. What are the trade-offs between cost, quality, and time when designing a project plan?
What criteria should managers use to manage this trade-off?

2. Why does it often take a long time before troubled projects are abandoned or brought
under control?

3. What are the critical success factors for a project manager? What skills should managers
look for when hiring someone who would be successful in this job?

cost (p. 279)
joint applications 
development (JAD) 
(p. 295)
object (p. 297)
open sourcing (p. 306)

project (p. 278)
project management 
(p. 278)
prototyping 
(p. 294)
rapid applications 

development (RAD) 
(p. 295)
scope (p. 278)
systems development life
cycle (SDLC) (p. 291)
time (p. 279)
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4. What determines the level of technical risk associated with a project? What determines
the level of organizational risk? How can a general manager assist in minimizing these risk
components?

5. Lego’s Mindstorms Robotics Invention System was designed for 12-year-olds. But after
more than a decade of development at the MIT Media Lab using the latest advances in
artificial intelligence, the toy created an enormous buzz among grown-up hackers.
Despite its stiff $199 price tag, Mindstorms sold so quickly that store shelves were emp-
tied two weeks before its first Christmas in 1998. In its first year, a staggering 100,000
kits were sold, far beyond the 12,000 units the company had projected. Seventy percent
of Mindstorms’ early customers were old enough to vote. These customers bought the
software with the intention of hacking it. They wanted to make the software more flexi-
ble and powerful. They deciphered Mindstorms’ proprietary code, posted it on the
Internet, began writing new advanced software, and even wrote a new operating system
for their robots. To date Lego has done nothing to stop this open-source movement, even
though thousands of Lego’s customers now operate their robots with software the com-
pany didn’t produce or endorse, and can’t support. The software may end up damaging
the robot’s expensive infrared sensors and motors.21

a. What are the advantages of Lego’s approach to open sourcing?

b. What are the disadvantages of Lego’s approach to open sourcing?

c. How should Lego manage the open-source movement?

CASE STUDY 11-1

AVON PRODUCTS, INC., FINANCIAL SYSTEMS

Avon Products, Inc., founded in 1886, has grown from door-to-door sales in the Northeast
United States to a global sales force calling on customers in more than 120 nations. Expansion
into emerging markets is growing faster than sales in established economies such as the
United States, Canada, and Western Europe. The door-to-door sales strategy is especially
well suited to nations with underdeveloped retail infrastructures since unreliable trans-
portation, inadequate storage facilities, and limited advertising opportunities make traditional
types of retailing near impossible. 
But global expansion requires integrated and standardized financial systems for effi-

cient operation. These systems are more than profit and loss statement generators; they
are operational management tools. They must be flexible enough to adapt to local mar-
ket requirements and laws. For example, Brazil has over 200 different district and regional
taxing organizations, and each has its own laws. So Avon must customize its financial state-
ments to address all the laws in each area.
The rollout of the global system required detail planning. This began with a corporate

task force made up of financial managers from several countries, and corporate financial and
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IS staff. Systems requirements were developed from a detailed study of regulations, taxes,
and so on for each country and region. A corporate implementation team of less than 20
people managed 35 divisional teams lead by local personnel. The corporate team devel-
oped a single prototype plan as the basic structure for each location. The hardware was
standardized on the AS/400 instead of the latest client/server hardware because many
regions did not have technical expertise to support the newest technologies. The imple-
mentation plans were developed to deploy the system in 40 countries, and documents were
translated into local languages. 
Implementation at each site took about nine months—the first three months were

used to plan and install equipment, and the last six months were used for software instal-
lation and training. The Global Finance Director assigned his financial accounting man-
ager and two others to work on the implementation full time. The finance department
formed an Avon Users Group to provide a mechanism for communication and support.
It offered a company-wide bulletin board for sharing tips to make the implementation
go smoothly. It was especially useful for sites in Asia, which needed information outside
the normal U.S. business hours.
Local acceptance was critical to the systems success. Local financial directors were in

charge of the implementation in their locations to encourage acceptance and to avoid a “top-
down” mandate that might have been resisted. The local teams reported weekly on their
progress to the corporate team. Problems and potential bottlenecks were identified as quickly
as possible and plans made to eliminate them. Problems in one location were used as red
flags for other areas. For example, departments in different countries used different formulas
for allocating expenses. In response, a common database containing all of these formulas
was made so all sites could access them.
The implementation was a success. Locations with antiquated systems have auto-

mated tedious manual tasks, such as the Mexico office, which used to type checks by
hand. The new system can use electronic funds transfer to pay bills. Best practices were
identified from around the world and expanded to include the whole corporation. And
unexpected savings came from a variety of sources, such as the Canadian office saving
$21,000 per year on computer paper since eliminating the batch processing on their
mainframe. Planning and execution minimized culture shock. For example, accountants
needed to be convinced that they could accurately keep the books with the new, auto-
mated system. But once implemented, the tools that streamlined Avon’s financial sys-
tems gave them the platform for further expansion into even more remote locations and
villages around the world.

Discussion Questions

1. What were the sources of risk for Avon’s global rollout of its new system? What do you
think the corporate team planned to do to minimize this risk?

2. What were the key roles used to manage this project? What role did the local financial
managers play in this project? What might have been used as an incentive to get local
managers to align with corporate objectives?

3. How might the corporate team ensure that local best practices from around the world
be preserved, and possibly transferred to others in the company?

Source: Condensed from Peter Fabris, “Financial Systems: Global Market Scents,” CIO Magazine
(September 1, 1995).
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CASE STUDY 11-2

DEALING WITH TRAFFIC JAMS IN LONDON

It’s hard to think of traffic in any big city as being good. But London’s traffic at the turn of
the Millennium may have been far worse than that of the average metropolis. When driv-
ing in London’s downtown area, drivers spent around half their time waiting in traffic, incur-
ring 2.3 minutes of delay for every kilometer they traveled. To get its horrendous traffic jams
under control, the city government decided to marry information technology with 699 cam-
eras at 203 sites in the 8 square miles targeted for congestion control. Rather than wait in
lines to pay a toll, drivers now pay for a daily toll when they drive their cars in the areas
marked by a red C logo painted on signs and streets. To verify their being in toll areas, the
cameras daily take over a quarter of a million pictures of the license plates of cars in desig-
nated areas. Motorists who don’t pay the toll that day are automatically fined about $130.
The fines and tolls resulted in a project payback period of about one and a half years. In ten
years this will translate into total revenues of $2.2 billion—all of which will be used to
improve London’s public transportation systems. Further, as of March 2003, traffic in the
city’s center had fallen by an unexpectedly high 20 percent, improving journey times by 5
percent and saving drivers 2 million to 3 million hours of frustration every year. 
The project risks were obvious from the outset. The project faced a tight implementa-

tion timetable; there was no preexisting model anywhere in the world to follow; and a brand-
new transit authority working under a brand-new mayor faced the challenge of integrating
new technologies. The narrow, convoluted streets that were hundreds of years old did not
lend themselves to collecting tolls. Cameras needed to be situated carefully to achieve suf-
ficiently high levels of number recognition accuracy. For the new mayor, the political risk
was huge as failure of the system would be extremely damaging to his career. 
The department implementing the system, Transport for London, recognized its own lim-

itations in terms of experience, IT ability, and management time. Consequently, Transport
for London decided to outsource critical elements of the project management first to con-
sultants from PricewaterhouseCooper and then Deloitte & Touche. 
Early in the project, project managers identified the critical technical elements and

divided the project into five “packages” that could, if required, be bought and managed sep-
arately. These included (1) the camera component; (2) the image store component that col-
lected images, converted them into license numbers, and condensed the images (duplicates
would occur when one vehicle was photographed by several cameras); (3) the telecommu-
nications links between the cameras and the image store component; (4) the customer serv-
ices infrastructure, including the ability to pay by phone, Web, and mail; and (5) an extensive
network of retail outlet kiosks and gas stations where people could pay the toll. 
Even at this early stage, risk aversion played a role. Instead of combining the customer

services infrastructure and the retail side into a single customer-facing operation, retail was
seen as a big enough challenge to be bought and managed separately. To reduce the risks,
the technologies selected for each of the five packages were the best available. 
Transport for London requested bids on the project early in 2001. The estimated $11.6

billion project was large enough to require listing in the European Union’s public-sector reg-
ister, and tenders were open to companies throughout Europe. Separate bids could be ten-
dered for the camera and communications packages, while the remaining three could receive
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bids on a combined basis, or individually. The bid process was managed by Deloitte &
Touche, who narrowed the original 40 bids to four. Then two of these bidders undertook a
three-month technical design study to focus on issues such as data throughput, how the retail
channels would work, how to achieve the best number recognition performance, and what
payments might be expected through each payment channel. While both bidders were paid
for their technical design, it was decided that the benefits of contracting the two analyses
for improving overall project quality would outweigh the cost of paying the losing bidder.
The Capita Group, the winning bidder, gained confidence through the process that their
technical design, especially for the challenging image store component, was viable.
From the technical point of view, the greatest challenge was the creation and manage-

ment of the image store. This component had to process a million records each day (pic-
ture those 250,000 vehicles moving about the city center all day)—as well as store them for
evidentiary purposes for the subsequent prosecution of nonpayers. Meeting the challenge
meant carefully evaluating design considerations (such as using the most reliable technol-
ogy available) and writing software code that would automatically detect which image of a
passing vehicle would yield the most accurate number recognition. Simon Pilling, executive
director at Capita, who was in charge of the project, stated: “The deadlines were very tight
and were politically driven, and it highlighted where the risks were.” Capita’s contract
included clear milestones and damages against the contractor for failure to deliver on time.
Deloitte was hired to rigorously monitor Capita’s progress in completing the estimated 300
years of effort that would be required to complete the project in the space of a year. The
targeted deadline for completion was February 17, 2003.
Capita had successfully bid for the image store, customer payments, and the links to retail-

ers’ packages. So that Transport for London could deal with one prime contractor, it awarded
Capita the remaining two project packages related to managing the camera and communi-
cations. Selecting one company made the task easier. Capita responded by physically locat-
ing all people working on the project together in a single building in Coventry, in central
England. 
The project was delivered on-time and on-budget, and it has reduced traffic congestion

more than originally projected. Its success was attributed to several project management
aspects. First, scope creep was vigorously guarded against by limiting changes to the require-
ments. One of the few changes was an option for motorists to pay tolls through the popu-
lar SMS text messaging format. Second, Capita’s deliverables were spread out over a
manageable timescale, rather than concentrated toward the project’s end. And third, there
was strong top management support from political leaders.

Discussion Questions

1. Assess the risks of this project. Given your assessment of the project complexity, clarity,
and size, what management strategies would you recommend? What, if any, of these
strategies were adopted in this project?

2. Describe the development methodology that was applied to this project. Was this the
most appropriate approach? Provide a rationale for your response.

3. When a project is outsourced who should manage the project—the internal group or
the outsourcer? Why?

Source: Adapted from Malcolm Wheatley, “How IT Fixed London’s Traffic Woes,” CIO Magazine
(July 15, 2003).
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KNOWLEDGE
MANAGEMENT1

The accounting and consulting firm Ernst & Young (E&Y) implemented a state-
of-the-art knowledge management system through which 84,000 people in its global
organization can share leading practices and intelligence. This intranet allows access
to more than 1,200 internal knowledge bases and external sources supplying busi-
ness knowledge and global news and information. In addition, E&Y developed soft-
ware tools that rate information in the knowledge bases according to its reliability
and that respond to search requests with unsought information that may be rele-
vant to the situation at hand. The firm created a Center for Business Knowledge,
a network of subject-matter professionals at 14 strategic locations around the world.
The center packages knowledge—from client reports and other forms of internal
documentation—for easy assimilation, develops proprietary insight into business
situations, and monitors and updates E&Y’s knowledge bases. The firm’s Center
for Business Innovation also fosters strategic thinking on business process, infor-
mation technology (IT), change management, and knowledge management to
develop practical solutions. 

In 2002, E&Y was ranked as one of the top 10 Most Admired Knowledge
Enterprises in North America, according to a study conducted by Teleos and The
KNOW Network, and was named to the Hall of Fame for Most Admired
Organizations for Knowledge Management because of its knowledge leadership, col-
laborative enterprise knowledge sharing, and value creation through customer
knowledge. Its knowledge management efforts contributed to the firm’s success:
E&Y sustained steady revenue growth even in sluggish economies, and often led
the “Big Five” in revenue growth. E&Y exemplifies a comprehensive strategic
approach to knowledge management. Knowledge management, one of the most
popular business solutions, seeks to collect, organize, and distribute knowledge to
leverage its value collectively across the organization. Many companies concentrate
their efforts on gathering and storing information that may provide continuing value,
but they fail to follow through on helping their employees to use it effectively. E&Y
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emphasizes strategies for organizing information and providing it to employees when
it is most useful to them.2

This chapter provides an overview of knowledge management; describes its
infrastructure and key elements, functions, and strategies; and briefly examines the
role played by technology in managing knowledge. This chapter defines knowl-
edge management as the processes necessary to generate, capture, codify, and
transfer knowledge across the organization to achieve competitive advantage.
Individuals are the ultimate source of organizational knowledge. The organization
gains only limited benefit from knowledge isolated within individuals or among
workgroups; to obtain the full value of knowledge, it must be captured and trans-
ferred across the organization. In this chapter, we focus on knowledge management
as infrastructure for business applications, not as an application itself. 

Knowledge management is related to information systems (IS) in three ways.
First, information technologies make up the infrastructure for knowledge man-
agement systems. Second, knowledge management systems make up the data infra-
structure for many IS and applications. The knowledge management system
provides the source for information needed to run the business. Third, knowledge
management is often referred to as an application of IS, much like e-mail, word
processing, and spreadsheets. It is increasingly being used as a business applica-
tion itself in such forms as document management, information retrieval, product
document management, data mining, data warehousing, and data visualization.

Two other terms frequently encountered in discussions of knowledge are intel-
lectual capital and intellectual property. Intellectual capital is defined as knowl-
edge that has been identified, captured, and leveraged to produce higher-value
goods or services or some other competitive advantage for the firm. Both knowl-
edge management and intellectual capital are often used imprecisely and inter-
changeably to describe similar concepts. IT provides an infrastructure for
capturing and transferring knowledge, but does not create knowledge and cannot
guarantee its sharing or use. 

Intellectual property allows individuals to own their creativity and innova-
tion in the same way that they can own physical property. Owners can be rewarded
for the use of their ideas and can have a say in how their ideas are used. To pro-
tect their ideas, owners typically apply for and are granted intellectual property
rights, though some protection such as copyright arises automatically, without any
registration, as soon as a record is made in some form of what has been created.
The four main types of intellectual property are patents for inventions, trademarks
for brand identity, designs for product appearance, and copyrights for literary and
artistic material, music, films, sound recordings, broadcasts, and software.3

Furthermore, the Digital Tech Corps Act of 2002, recently passed in the U.S. House
of Representatives, seeks to protect intellectual property by placing a lifetime ban
on employees from revealing trade secrets, and imposing a criminal penalty of up
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to five years in prison and a $50,000 fine.4 More recently a senior level position,
Coordinator for International Intellectual Property Enforcement in the U.S.
Department of Commerce, was created to coordinate the battle against global
piracy of intellectual property. 

c DATA, INFORMATION, AND KNOWLEDGE

The terms data, information, and knowledge are often used interchangeably, but
have significant and discrete meanings within the knowledge management
domain. The differences are shown in Figure 12.1. Data are specific, objective
facts or observations, such as “inventory contains 45 units.” Standing alone, such
facts have no intrinsic meaning, but can be easily captured, transmitted, and
stored electronically.

Information is defined by Peter Drucker as “data endowed with relevance
and purpose.”5 People turn data into information by organizing them into some unit
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of analysis (e.g., dollars, dates, or customers). Deciding on the appropriate unit of
analysis involves interpreting the context of the data and summarizing them into a
more condensed form. Consensus must be reached on the unit of analysis.

Knowledge is a mix of contextual information, experiences, rules, and values.
It is richer and deeper than information, and more valuable because someone has
thought deeply about that information and added his or her own unique experi-
ence, judgment, and wisdom. One way of thinking about knowledge is to consider
the different types of knowing.6 Knowing what often is based upon assembling
information and eventually applying it. It requires the ability to recognize, describe,
and classify concepts and things. The process of applying knowledge helps gener-
ate knowing how to do something. This kind of knowing requires an understand-
ing of an appropriate sequence of events or the ability to perform a particular set
of actions. Sometimes the first inkling of knowing how to do something stems from
an understanding of procedures, routines, and rules. Knowing how to do something
is fully learned by actually experiencing a situation. Finally knowing how and know-
ing what can be synthesized through a reasoning process that results in knowing
why. Knowing why is the causal knowledge of why something occurs. These types
of knowing are modeled in Figure 12.2.

Values and beliefs are also a component of knowledge; they determine the
interpretation and the organization of knowledge. Tom Davenport and Larry
Prusak, experts who have written about this relationship, say, “The power of knowl-
edge to organize, select, learn, and judge comes from values and beliefs as much
as and probably more than, from information and logic.”7 Knowledge also involves
the synthesis of multiple sources of information over time.8 The amount of human
contribution increases along the continuum from data to information to knowledge.
Computers work well for managing data, but are less efficient at managing infor-
mation. The more complex and ill-defined elements of knowledge (for example,
“tacit” knowledge, described next) are difficult if not impossible to capture elec-
tronically. Figure 12.1 summarized these three concepts.

Tacit vs. Explicit Knowledge

Knowledge can be further classified into two types: tacit and explicit. Tacit knowl-
edge was first described by philosopher Michael Polyani in his book, The Tacit
Dimension, with the classic assertion that “We can know more than we can tell.”9 For
example, try writing a memorandum, or even explaining verbally, how to swim or ride
a bicycle. Tacit knowledge is personal, context-specific, and hard to formalize and
communicate. It consists of experiences, beliefs, and skills. Tacit knowledge is entirely
subjective and is often acquired through physically practicing a skill or activity.
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IT has traditionally focused on explicit knowledge, that is, knowledge that
can be easily collected, organized, and transferred through digital means, such as
a memorandum or financial report. Individuals, however, possess both tacit and
explicit knowledge. Explicit knowledge, such as the knowledge gained from read-
ing this textbook, is objective, theoretical, and codified for transmission in a for-
mal, systematic method using grammar, syntax, and the printed word.

The distinction between the two kinds of knowledge is important to keep in
mind when considering later in the chapter how to capture and transfer knowledge.
Figure 12.3 summarizes these differences. Although some experts in the field of
artificial intelligence argue to the contrary, most tacit knowledge cannot be cap-
tured effectively outside the human mind. Collin’s four classes of knowledge are
helpful in distinguishing what knowledge can easily be captured and transferred.10

In particular, symbol-type knowledge can be captured and transferred. However,
embodied knowledge (i.e., knowledge contained in a person’s body), embrained
knowledge (i.e., knowledge associated with the physical setup of the brain), and
encultured knowledge (i.e., knowledge associated with a society) cannot be. 

Consider this example of embodied knowledge: The baseball legend Mark
McGwire, with 70 home runs in 1998, broke the record for number of home runs
hit in a single season. Even if it were possible to verbally describe Mark McGwire’s
home-run swing and put that description into writing, the process would be
extremely difficult and ultimately futile. McGwire’s swing incorporates so much of
his own personal experience and kinesthetic memory that it is impossible to sepa-
rate that knowledge from the hitter himself. His bone structure, muscular devel-
opment, and the nerves between his arm and his brain all make it possible for him
to really whack the ball.
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c AN EVOLVING CONCEPT

Managing knowledge is not a new concept,11 but it has been invigorated and
enabled by new technologies for collaborative systems and the emergence of the
Internet and intranets, which in themselves act as a large, geographically distrib-
uted knowledge repository. The discipline draws from many established sources,
including anthropology, cognitive psychology, management, sociology, artificial
intelligence, IT, and library science. Knowledge management remains, however, an
emerging discipline, with few generally accepted standards or definitions of key
concepts. It will take time for new capabilities to evolve and for their opportuni-
ties to be fully understood. As industry experience is gained, and academics con-
tinue to research knowledge management, greater understanding and consensus
will emerge. Persons involved with knowledge management projects should remain
flexible, open to new ideas, and willing to view knowledge management as a jour-
ney rather than an end. 

The most profound aspect of knowledge management is that, ultimately, an
organization’s only sustainable competitive advantage lies in what its employees
know and how they apply that knowledge to business problems. Exaggerated prom-
ises and heightened expectations, couched in the hyperbole of technology vendors
and consultants, may create unrealistic expectations. Knowledge management is not
a magic bullet, an appropriate solution for all business problems. While reading this
chapter, managers should consider the implications of managing knowledge, but
should not believe that knowledge management by itself is the sole answer for man-
agerial success. Knowledge must serve the broader goals of the organization, and
managing knowledge must be balanced with other management tasks and the day-
to-day issues of running a business.
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c WHY MANAGE KNOWLEDGE?

Although knowledge has always been important to the success of organizations, it
was presumed that the natural, informal flow of knowledge was sufficient to meet
organizational needs and that no explicit effort had to be made to manage that knowl-
edge. The value chain,12 discussed in earlier chapters of this text, illustrates the need
for knowledge in such diverse areas as raw materials handling, operations, manu-
facturing, sales and marketing, product distribution, customer service, firm infra-
structure, human resources, research and development (R&D), and purchasing.
Each element of the chain, for example R&D, also becomes knowledge intensive:
technological developments, market trends, product design, and customer require-
ments must all be known and managed. In short, information and knowledge are
now the fields on which businesses compete. Several trends highlight the need for
businesses to manage knowledge for competitive advantage. 

Sharing Best Practices 

As the workplace becomes more complex and chaotic, workers and managers seek
ways to share knowledge. The familiar scenario is that of an experienced guru within
a business, sought by others within the organization who want to learn from the
guru’s experience. Sharing best practices is the concept of leveraging knowledge
gained by a subset of an organization. It is increasingly important for organizations
whose livelihood depends on applying expertise, such as accounting firms, con-
sulting firms, training firms, architectural firms, and engineering firms. In these
types of environments, it is inefficient to have everyone “reinvent the wheel” them-
selves. Rather, managers set up knowledge management systems to capture best
practices and to disseminate that experience throughout the firm. 

Problems commonly arise with sharing best practices, including protecting
gurus and changing assumptions of institutionalized “best practices.” Gurus who
are rewarded for having specialized knowledge may be reluctant to share it with a
knowledge management system, as was the case when KPMG Peat Marwick
designed the Shadow Partner, an early knowledge management system to capture
and disseminate best practices learned on client engagements. Consultants were
hesitant to share their knowledge because in doing so, they were giving away some-
thing that was of value. Peers could just tap into the knowledge management sys-
tem rather than contact the consultants, which decreased the power and rewards
the consultants got from their work environment. KPMG Peat Marwick had to care-
fully manage the diffusion of the Shadow Partner to ensure that the threats of shar-
ing information were minimized in its organization.13
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Institutionalizing best practices by embedding them in IT makes it more effi-
cient for an organization to handle routine, linear, and predictable situations in sta-
ble environments. When major, discontinuous change is involved, the basic
premises of the best practices stored in organizational knowledge bases must be
constantly reevaluated.14

Globalization 

Products can be made and sold anywhere around the world. Designing, testing, and
manufacturing can occur in parallel at different locations and the results exchanged
electronically. The entire supply chain, when organized effectively, can function
globally at a lower cost than required to operate in a single domestic economy sub-
ject to the vagaries of local supply and demand. New computing and telecommu-
nications technologies allow data, information, and knowledge, albeit explicit
knowledge, to flow instantly around the world, resulting in the emergence of an
interconnected global economy. Developing countries are rapidly adapting to tech-
nological advances and building competitive production infrastructures capable of
manufacturing high-quality goods at lower labor costs than developed nations.
Pricing pressures resulting from these new sources of competition preclude inef-
ficient production processes.

In the past, land, labor, and capital gave nation-states their comparative economic
advantage. As a greater percentage of economic growth arises from the knowledge
sector, comparative advantage derives instead from the collective ability to leverage
what people know. Knowledge-based businesses seem to grow according to previ-
ously unforeseen patterns, creating new markets, and attracting and producing inno-
vations with little need for the traditional requirements of land, labor, and capital.

Peter Drucker described this trend as follows:

Another implication [of the emerging knowledge society] is that how well an indi-
vidual, an organization, an industry, a country, does in acquiring and applying
knowledge will become the key competitive factor. The knowledge society will
inevitably become far more competitive than any society we have yet known—for
the simple reason that with knowledge being universally accessible, there will be no
excuses for nonperformance…

Knowledge has become the key resource for a nation’s military strength as well
as for its economic strength… It is not tied to any country. It is portable. It can be
created everywhere, fast and cheaply. Finally, it is by definition changing.
Knowledge as the key resource is fundamentally different from the traditional key
resources of the economist—land, labor, and even capital.15

Rapid Change 

Rapid change means that existing knowledge becomes obsolete faster and that
employees must learn new skills in less time. New technologies and unexpected forms
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of competition are announced daily. To keep up, new tools, processes, and strategies
must be introduced. Knowledge management provides a way to optimize the use of
existing knowledge and streamline the transfer and absorption of new knowledge
across the firm. Rather than “reinventing the wheel,” firms can customize preexist-
ing solutions for unique customer needs. The combination of knowledge-intensive
businesses, highly skilled knowledge workers, and new and relatively inexpensive com-
puting and telecommunications technologies creates the need to organize and trans-
fer information and knowledge in new ways. Firms must be able to sense and respond
to changing trends and markets, encourage creativity and innovation, and help knowl-
edge workers to continuously learn and improve their productivity. 

Downsizing 

Downsizing initiatives tend to eliminate employees and remove knowledge, in the
form of experience, from the organization. By firing experienced workers and driv-
ing away the talented, important knowledge captured in the heads of former
employees is lost. A change in corporate direction can result in the wholesale fir-
ing (sometimes incorrectly called a “restructuring”) of an entire class of employ-
ees with specialized knowledge. As a result, veteran employees with extensive
knowledge about an organization and its processes become increasingly rare. New
employees, even if educated in the subject matter, need time and experience to
develop specialized knowledge unique to the firm.

Downsizing also changes the traditional contract between firms and their employ-
ees, creating a more mobile workforce than in the past. The changing contract results
in an organizational knowledge base that becomes more volatile with employee tran-
sience. As workers change jobs more frequently, retaining knowledge within the organ-
ization, rather than in the heads of individuals, becomes more important. 

By reducing the number of employees, firms increase the pressure on those
remaining to accomplish more with less. Fewer employees are available to main-
tain and update the organization’s knowledge, and less slack time is available for
acquiring new knowledge. Concurrently, the speed of innovation is increasing so
that knowledge evolves and must be assimilated at a more rapid rate.

Managing Information and Communication Overload 

The growth of information resources along with the accelerating rate of techno-
logical change produces a mass of information that often exceed the ability of
managers and employees to assimilate and use it productively. Individuals com-
plain of receiving hundreds of e-mail messages, in addition to voice mail mes-
sages, faxes, regular telephone calls, and paper mail. As one manager put it, “If
I am to keep up with my job I have to spend all of my time, both on and sup-
posedly off the job, communicating. I don’t have a life anymore.”16 According to
a recent report, this flood of communication translates into white-collar workers
spending a total of two hours each day on e-mail alone, and as many as 10 bil-
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lion non-spam e-mail messages per day.17 No wonder managers complain of being
stressed and overwhelmed as a result.

Even push technology, with its promise of individualized delivery of informa-
tion, does not address the issues of limited time and attention, and how to store and
manage the information once it is received. Data must be categorized in some man-
ner if they are to be accessed, reused, organized, or synthesized to build a picture
of the company’s competitive environment or solve a specific business problem. 

Knowledge Embedded in Products 

Products and services are becoming increasingly complex, giving them a signifi-
cant information component. Consulting firms, software manufacturers, and
research laboratories all sell knowledge. Managing that knowledge is as important
to them as managing inventory is to a manufacturing firm. However, other firms
not traditionally viewed as knowledge-based are beginning to realize that much
of the value in their products lies in the knowledge embedded in those products.
Traditional manufacturing firms differentiate themselves from competitors by
offering products that embed specialized knowledge. One classic example is the
development of an automatic bread-baking machine by the Japanese firm
Matsushita. To design the machine, Matsushita sought out a master baker,
observed his techniques, and incorporated those techniques into the machine’s
functionality.18 The intangibles that add the most value to goods and services are
becoming increasingly knowledge-based, such as creativity, engineering, design,
marketing, customer knowledge, and innovation. 

Sustainable Competitive Advantage 

Perhaps the best reason for knowledge management is that it can be a source of
lasting and sustainable competitive advantage. It has become increasingly difficult
to prevent competitors from copying and improving on new products and processes.
The mobility of workers, the availability of powerful and relatively inexpensive tech-
nology, and reverse engineering make the advantages of new products and efficient
processes more difficult to maintain. The life cycle of innovation is growing shorter.
Competitors can usually meet or exceed the standards of price and quality devel-
oped by the market leader in a short period of time. Before that happens, how-
ever, the company managing its knowledge can move to new levels of efficiency,
quality, and creativity. Unlike raw material, knowledge is not depleted through use.
Shared knowledge enriches the recipient while still remaining with the original
source. Knowledge is not governed by the law of diminishing returns; on the con-
trary, the more knowledge that is shared and used, the more new knowledge that
is generated. In an age of increasing competition and unprecedented change, only
one sustainable competitive advantage remains: the capacity to learn. Figure 12.4
summarizes the sustainable competitive advantages. 
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c KNOWLEDGE MANAGEMENT PROCESSES

Knowledge management involves four main processes: the generation, capture, cod-
ification, and transfer of knowledge. Knowledge generation includes all activities
that discover “new” knowledge, whether such knowledge is new to the individual,
the firm, or to the entire discipline. Knowledge capture involves continuous
processes of scanning, organizing, and packaging knowledge after it has been gen-
erated. Knowledge codification is the representation of knowledge in a manner
that can be easily accessed and transferred. Knowledge transfer involves trans-
mitting knowledge from one person or group to another, and the absorption of that
knowledge. Without absorption, a transfer of knowledge does not occur. Generation,
codification, and transfer all take place constantly without management interven-
tion. Knowledge management seeks to enhance the efficiency and effectiveness of
these activities and leverage their value for the firm as well as the individual.
Knowledge management is a dynamic and continuously evolving process.

Knowledge Generation

Knowledge generation concerns the intentional activities of an organization to
acquire or create new knowledge. In this context, knowledge does not have to be
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newly created, only new to the organization. The two primary ways of generating
knowledge are knowledge creation (exploration) and knowledge sharing (exploita-
tion).19 Knowledge creation (exploration) involves experimenting, seeking, and dis-
covering knowledge about alternatives. It generates new knowledge. Knowledge
sharing (exploitation) uses and develops available knowledge. It tends to be faster
than knowledge creation. Techniques for knowledge generation are summarized
in Figure 12.5. Exploration techniques include creation and adaptation to chang-
ing circumstances. Exploitation techniques include purchase or rental, shared prob-
lem solving, and development through informal networks. Facilitating knowledge
generation promotes continuous innovation and growth of knowledge in the firm.

Research and Development 

True creation of knowledge is the rarest form of knowledge generation. Besides
funding outside research, another way to create knowledge is through use of a ded-
icated R&D unit. Financial returns on research often take years to develop.
Focusing on short-term profitability makes R&D, in addition to payroll, an attrac-
tive target for budget cuts. Such a short-term view may lead to long-term deficits
in knowledge and competitiveness. Realizing value from R&D depends largely,
however, on how effectively the new knowledge is communicated and applied
across the rest of the firm.

Knowledge generated by R&D efforts, or by individuals, frequently arises from
synthesis. Most new inventions are not based on entirely new ideas, but combine
knowledge from different sources in unique ways so that new ideas emerge. For
example, the first airplane was an innovative synthesis of three preexisting ideas:
the bicycle, the motor, and the airfoil.20 Synthesis brings disparate pieces of knowl-
edge together, often from extremely diverse sources, then seeks interesting and use-
ful relationships among them.
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Adaptation 

Firms must often generate knowledge in response to external threats; new prod-
ucts or competitors, changes in economic or social conditions, and government reg-
ulation are examples. These outside threats force knowledge generation because
if the firm does not change, it will cease to exist.21 Adaptation is the ability to apply
existing resources in new ways when external changes make old ways of doing busi-
ness prohibitive. A firm’s ability to adapt is based on two factors: having sufficient
internal resources to accomplish change and being open and willing to change. A
firm’s core capabilities—competitive advantages built up over time that cannot be
easily duplicated—can simultaneously be core rigidities, or the unwillingness to
modify tried-and-true business practices. Put another way, past successes can sow
the seeds of failure by inculcating managers and employees with an unwillingness
to do things differently. For example, Sears failed to even list Wal-Mart as a com-
petitor well into the 1980s.22 Sears managers thought of Wal-Mart as a discount
mass merchandiser and did not think things would change.

Buy or Rent 

Knowledge may be acquired by purchasing it or by hiring individuals, either as employ-
ees or consultants, who possess the desired knowledge. Another technique is to sup-
port outside research in exchange for rights to the first commercial use of the results.

One motivation for placing a value on intellectual capital (or the knowledge of
an organization), discussed later in this chapter, is to determine a fair purchase
price. Organizations possessing significant knowledge may be difficult to acquire
while keeping the knowledge intact. Uncertainties surrounding corporate takeovers,
changes in work environment, relocation, and disruption of internal work
processes may cause employees with key knowledge to leave the firm. The acquir-
ing company may also fail to integrate new knowledge effectively. Differences in
culture and internal politics may lead to resistance among new employees to share
their knowledge, and among old employees to use it. Successful purchase of knowl-
edge requires efforts to protect and integrate newly acquired employees and their
knowledge into the acquiring firm.

One example of a successful purchase is IBM’s acquisition of Tivoli Systems
in 1996. The merger gave Tivoli new resources and global reach, while IBM allowed
the firm to continue to operate autonomously without disrupting the firm’s inter-
nal culture. Since the acquisition, Tivoli emerged as a leader in the enterprise man-
agement software market, and IBM increased software sales through the success
of Tivoli’s products.
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Shared Problem Solving 

Also called “fusion,” shared problem solving brings together people with different
backgrounds and cognitive styles to work on the same problem. Although this prac-
tice can cause divisiveness, it also provides opportunities for creative solutions. Even
the most intelligent individuals can be bound by prior experience and personal style
when attacking a problem. 

The creative energy generated by problem-solving groups with diverse back-
grounds has been termed creative abrasion.23 The term diversity, as used to describe
the backgrounds of individuals in the group, should not be equated with race- or 
gender-based diversity as popularly conceived; rather, the key element of diversity for
shared problem solving is a difference in cognitive styles. Creative abrasion does, how-
ever, require some common ground among group members, namely, a common vocab-
ulary or shared elements of knowledge about the problem and the organization. 

This overlapping knowledge is sometimes referred to as “knowledge redun-
dancy” and provides a basis for group members to communicate about the prob-
lem.24 Some cultural ideas that can help fusion work more effectively include (1)
fostering awareness of the value of the knowledge sought and a willingness to invest
in it; (2) emphasizing the creative potential inherent in different styles of thinking
and viewing the differences as positive, and (3) clearly specifying the parameters
of the problem to focus the group on a common goal.25

Communities of Practice 

Informal, self-organizing networks within firms are another source of knowledge
generation. Known as communities of practice, these groups are composed of
workers who share common interests and objectives, but who are not necessarily
employed in the same department or physical location, and who occupy different
roles on the organization chart. The workers communicate in person, by telephone,
and e-mail to solve problems together. Communities of practice are held together
by a common sense of purpose and a need to know what other members of the
network know. Members’ effective collaboration can generate new knowledge.

Managers can nurture knowledge generation by providing sufficient time and
incentives for employees to collaborate and exchange ideas. They can also recog-
nize that knowledge generation is an important activity for the firm and encour-
age employees to engage in knowledge-generating activities. “[Since] it is
axiomatic that a firm’s greatest asset is its knowledge, then the firm that fails to gen-
erate new knowledge will probably cease to exist.”26
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Knowledge Codification

Generating knowledge by itself is a pointless task. Aside from concerns about intel-
lectual property and proprietary knowledge, once knowledge has been generated,
it must be used or shared to be of value. Codification puts the knowledge in a form
that makes it possible to easily find and use. One challenge to knowledge codifi-
cation is that it is difficult to measure knowledge in discrete units. Although data
can be compared to a record, and information to a message, knowledge resembles
an inventory. It accumulates and changes over time. Like inventory, knowledge has
a “shelf life” to the extent that it may only add value for a period of time, depend-
ing upon its purpose and use. 

The boundaries of knowledge are difficult to identify because of context sensi-
tivity; one person’s crucial fact is another person’s irrelevant trivia. Consider, for exam-
ple, when an instructor imparts his or her knowledge to a class. Each student in the
class hears the same information, but acquires different knowledge. The instructor’s
personal knowledge exists in the world that he or she knows. When that instructor
imparts it, it leaves that world and its associated context. The students receive that
which was imparted and then map it against that which they know in order to make
it their own knowledge. Because each student’s base of knowing is different, each
will map the information differently and, thus, will have different knowledge.27

In one respect, knowledge capture and codification embody the same idea:
although knowledge may be technically “captured” when it resides in a database
or on a sheet of paper, that knowledge is unavailable across the firm until it has
been codified in a manner that will allow those who need it to find it. Davenport
and Prusak identify four basic principles of knowledge codification:28

1. Decide what business goals the codified knowledge will serve (define
strategic intent).

2. Identify existing knowledge necessary to achieve strategic intent.

3. Evaluate existing knowledge for usefulness and the ability to be codified.

4. Determine the appropriate medium for codification and distribution.

Defining Strategic Intent 

Successful capture and codification require clear identification of the business prob-
lem to be solved and alignment of the knowledge to be captured with business
objectives. The vague idea of making “knowledge” available to employees is not suf-
ficiently specific. Codification is not an all or nothing proposition, and relevance is
more important than completeness. Through whatever means knowledge is cap-
tured, inevitably, more knowledge will be available than can be maintained. By
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implementing capture and codification on a small scale in a narrow, specific prob-
lem domain, the techniques can be improved and refined before being applied to
other business problems across the organization. 

Identifying and Evaluating Existing Knowledge 

Determining knowledge requirements can be a difficult problem because it involves
understanding how persons make sense of their environment and is an extremely
subjective process. At one company, a team created to define information require-
ments initially asked three questions: (1) What constitutes key information? (2) How
should boundaries be placed around that information? and (3) From what sources
should the information be obtained? These questions raised significant political,
psychological, cultural, and strategic issues within the firm. Potential users disagreed
vehemently with content suggestions made by managers. To resolve the problem,
the original team was supplemented by consultants, systems analysts, and users, all
of whom were required to reach consensus on content. Throughout the process,
the team maintained a tightly coupled connection between content and users’
needs. The result combined “hard” information—reports, memoranda, and
accounting data traditionally developed internally—with “soft” information such as
ideas, gossip, and opinion. By combining both kinds of information, the team devel-
oped a knowledge requirements design that offered a rich picture of the compet-
itive environment and was capable of dealing with imprecise and ad hoc queries.29

The problem with evaluating knowledge is that we cannot always know what
will be, or even is, useful. Without a problem, it is difficult to define what we can
use. Knowledge that is actually useful may be judged irrelevant if the problem has
not been articulated. This issue certainly was the experience of the FBI and CIA
with their terrorist intelligence in the months just preceding 9/11.30

Determining Appropriate Media 

The appropriate means for codification and transmission will vary with the rich-
ness and complexity of the knowledge captured. To contort McLuhan’s well-worn
phrase, “The message determines the medium.” 

Knowledge Capture

Knowledge capture takes into account the media to be used in the codification
process. Three major knowledge capture activities are scanning, organizing, and
designing knowledge maps.

Scanning

Scanning typically combines electronic and human approaches as a first step in
capturing knowledge after strategic knowledge has been identified. Electronic

328 c Chapter 12 Knowledge Management

29 Thomas H. Davenport, Information Ecology (New York: Oxford University Press, 1997), 
pp. 139–140.
30 We are indebted to a reviewer for this example.



scanning can capture relevant information from a particular source (provided
the information is available electronically), then filter out redundant or duplica-
tive information. Human analysts, however, can add the most value to the scan-
ning process by using their own knowledge of what is important to the company
to provide context, interpretation, comparison, and condensation. Humans are
also needed to scan and filter the soft, unstructured information available from
experts and through rumor. Organizations usually have no formal or centralized
scanning process and leave the scanning up to individual employees. Such indi-
vidual scanning can be effective, provided the information is shared with oth-
ers in the organization. The Japanese electronics firm Toshiba maintains a central
team that continuously scans newswires, broadcasts, and business and industry
publications for information relevant to the firm. The team synthesizes a daily
report distributed to selected users, then indexes the source data by subject and
archives them to laser disc for later retrieval.31

Organizing

This process attempts to take the mass of knowledge accumulated through scan-
ning and structure it into an accessible form. Some structure is necessary to per-
mit rapid access; however, too much structure can effectively hide knowledge from
employees whose mental models do not fit those of the organizer. One example
would be the index of the Yellow Pages (the real ones, not the knowledge man-
agement variety to be discussed later). One person might look under “car sales”
and find no entries, while another might look under “auto dealers” and discover a
large number of listings. Categorization schemes are always arbitrary and never
value-neutral. They necessarily reflect the views of the person creating the taxon-
omy. To make appropriate decisions about how to categorize knowledge, the fol-
lowing questions should be considered: (1) What business function will be served
by the proposed categorization scheme? (2) What individual knowledge behaviors
will be optimized by the proposed scheme? (3) Does the information to be cate-
gorized have any structure that lends itself to natural categorization? (4) Can an
existing standardized scheme be applied without doing harm to knowledge man-
agement objectives? (5) How will the scheme be maintained and updated?32

One scheme for categorizing knowledge uses four broad classifications:33

• Process knowledge. Sometimes referred to as “best practices,” this kind
of knowledge is useful for increasing efficiency.

• Factual knowledge. Basic information about people and things that has
been synthesized and placed in context; easy to document. 
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• Catalog knowledge. Individuals who possess catalog knowledge know
where things are. These people are like directories of expertise, and
while such knowledge can often be codified into a sort of Yellow Pages,
the dynamics within organizations change so quickly, some individuals
will always be more valuable because they know where to go for the
right knowledge.

• Cultural knowledge. Knowing how things actually get done in an organi-
zation, culturally and politically. The absence of cultural knowledge can
reduce efficiency when employees must learn or relearn invisible norms
and behaviors.

An organizational thesaurus is another term for a categorization scheme. An
excellent example of a standardized thesaurus can be found in the American
Productivity & Quality Center’s (APQC) Process Classification Framework.34 The
framework—originally developed for benchmarking best practices among firms—
allows organizations to communicate across industry boundaries and overcome pro-
prietary vocabularies. It defines generic business processes found in multiple
industries and sectors, including manufacturing, service, health care, government,
education, not-for-profit, and others. The framework provides a common language
for organizations to identify their processes. A number of organizations used the
framework to categorize internal and external knowledge. The framework is a liv-
ing document, regularly updated and maintained at the APQC Web site.

Another interesting example of a categorization scheme is Encyclopædia
Britannica’s “Propædia,” or “Outline of Knowledge.” The Propædia was originally
developed as a framework to classify all knowledge for inclusion in the printed ency-
clopedia. The designers of the search and retrieval system for Encyclopædia
Britannica’s CD-ROM edition and Web site used the Propædia as a benchmark to
measure the effectiveness of their system. The written Propædia structure told them
which articles, from various parts of the encyclopedia, should be retrieved by a given
query. The developers used the results to optimize their search algorithms.35 The
search engine developed from the Propædia is now being used at a Web site devel-
oped by Britannica called eBLAST.36 A team of editors and indexers scans and iden-
tifies high-quality knowledge resources, which are then concisely described, rated
according to consistent standards, and indexed for retrieval using the organizational
hierarchy taken from the Propædia. The eBLAST Web navigator uses the Propædia
categorization scheme to classify Web sites indexed in the system.

Designing Knowledge Maps

A knowledge map (see Figure 12.6) serves as both a guide to where knowledge
exists in an organization and an inventory of the knowledge assets available.
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Although it may be graphically represented, a knowledge map can consist of noth-
ing more than a list of people, documents, and databases telling employees where
to go when they need help. A good knowledge map gives access to resources that
would otherwise be difficult or impossible to find. Maps may also identify knowl-
edge networks or communities of practice within the organization. 

Some think a knowledge map is a type of organization chart. However, an organ-
ization chart is not necessarily a substitute for a knowledge map; job titles can be mis-
leading and an employee’s job description or place on the chart may not represent
the expertise held by that employee. Moreover, organization charts do not reflect
accessibility. Knowledge workers identified on a knowledge map must not only have
the requisite knowledge, but must have the time and inclination to share it with col-
leagues. A knowledge map should focus on a clearly defined need or type of infor-
mation rather than attempting to list all possible kinds of knowledge held by the firm.
Once again, relevance is more important to mapping knowledge than completeness.

Several different schemes may be used to map knowledge. A common, but
fairly ineffective, way to map knowledge is by its physical location within the firm’s
IS, identifying the databases, file servers, document management systems, and
groupware locations where it resides. This categorization scheme can help techni-
cally astute employees find information quickly because it shows them exactly where
to find it. However, physical mapping is primarily of use only to those who are inter-
ested in learning the IT architecture of the organization.

Qualitative mapping points to information by topic rather than location.
Qualitative mapping can be organized around processes, functions, or concepts.
Process mapping uses a generalized model of how a business functions—such as
the APQC framework previously discussed—and maps it to the knowledge con-
tained in the organization. Functional mapping is based loosely on the organiza-
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tional chart and is usually not effective for sharing knowledge across functions,
because most workers do not have time to browse through the knowledge assets
of other functional areas in hopes of finding something useful. Conceptual map-
ping is the most useful of these methods for organizing knowledge, but harder to
design, build, and maintain. Conceptual maps organize information around objects,
such as proposals, customers, or employees. These objects or topical areas contain
information originally produced in different functional areas, which leads to trans-
fer of knowledge across the organization.37

The most useful mapping technique in a given situation depends on the individ-
ual user’s personal preferences, the information required, and pieces of information
with which they begin the search. Harkening back to the political dilemmas that arose
when management tried to define knowledge content without user input, companies
find that the best method is to reach consensus among users, analysts, and develop-
ers before finalizing and implementing any knowledge map design.

Codifying Tacit Knowledge with Narratives

Mapping the identities of experts in an organization does not guarantee access to
those experts’ knowledge. An expert must have both the time and the willingness
to share the knowledge. If the expert is unavailable or leaves the firm, the value of
his or her knowledge is lost. A partial answer to this problem is to transfer as much
knowledge as possible through mentoring or apprenticeship programs so that
important tacit knowledge is not entirely concentrated in one person. Capturing
tacit knowledge through narratives provides another answer.

Research shows that knowledge is communicated most effectively through a
good story that, told with feeling, resonates with other people. “War stories” can
convey a rich and complex understanding of an event or situation in human con-
text, making them one of the most effective ways to capture tacit knowledge with-
out losing much of its value. Knowledge is most likely to be absorbed if shared in
a context that is understood by the listeners. More firms are beginning to circulate
videotapes that tell the story, for example, about how an important sale was closed.
These narratives “codify” the expert’s tacit knowledge of how to close a sale in a
way that conveys much of its underlying meaning.38 The very act of telling the story
shapes the firm’s meaning about how expert salespeople should act.

At IDEO, a leading design firm, knowledge is spread through stories and not
databases. Typically half the weekly Monday morning meetings are dedicated to
sharing stories about projects or best business practices. “People hold stories in their
heads better than other forms of inform,” says IDEO president Tim Brown.39

In theory, at least, tacit knowledge can also be codified when it is embedded
in a product or service. As with the Matsushita bread-baking machine discussed
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previously, the knower uses his or her expertise to include some of what he or she
knows in the product or process. This codification can be problematic, however. If
the knower departs or is “restructured,” deciphering the codified knowledge may
require an almost complete reverse-engineering of the product. 

Knowledge Transfer

In their book The Knowledge Creating Company, Ikujiro Nonaka and Hirotaka
Takeuchi describe four different modes of knowledge conversion, their term for knowl-
edge transfer (see Figure 12.7). The modes are (1) from tacit knowledge to tacit knowl-
edge, called socialization, (2) from tacit knowledge to explicit knowledge, called
externalization, (3) from explicit knowledge to explicit knowledge, called combi-
nation, and (4) from explicit knowledge to tacit knowledge, called internalization.40

Socialization is the process of sharing experiences; it occurs through observation,
imitation, and practice. Common examples of socialization are apprenticeships, con-
ferences, and casual, unstructured discussions in the office or “at the water cooler.”
Capturing tacit knowledge requires articulating it in explicit form (i.e., externaliza-
tion), such as videotaping a story about closing a big sale to a customer. Copying and
distributing the tape converts the knowledge from one explicit form to another (i.e.,
combination), and transferring it to members of the sales force disseminates it so oth-
ers can benefit from the experience. Internalization is the process of experiencing
knowledge through an explicit source. For example, after viewing the videotape and
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combining the new knowledge conveyed by the narrative with prior experiences,
a salesperson might close a sale he or she would have otherwise lost.

c TYPES OF KNOWLEDGE MANAGEMENT PROJECTS

Although knowledge management projects involve a technology infrastructure, they
differ radically from pure IT projects. As Davenport and Prusak point out in their
“331⁄3% rule,” if more than one-third of the time and money spent on a project is
spent on technology, the project becomes an IT project rather than a knowledge
management project.41 Figure 12.8 summarizes the contrast between knowledge
management and IT projects.

Knowledge management initiatives can have either an internal or external
focus, and have thus far been built around the following four themes: (1) devel-
oping knowledge repositories, (2) providing knowledge access, (3) improving the
knowledge environment, and (4) evaluating knowledge assets.42

Knowledge Repositories

The idea of knowledge repositories is to take documents with knowledge embed-
ded in them, such as memos, reports, or news articles, and store them so they can
be easily retrieved. Another less-structured form of repository is the discussion
database, in which participants record their own experiences on an issue and react
to others’ comments. Three fundamental types of repositories have been identi-
fied: (1) externally focused knowledge, sometimes called competitive intelligence;
(2) structured internal knowledge, such as research reports, marketing materials,
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and production processes; and (3) informal internal knowledge, such as discus-
sion databases for “lessons learned” and internal best practices. One component
of many CRMs is the process of applying these lessons learned in order to improve
relationships with customers. 

Data warehouses, or collections of data designed to support management deci-
sion making, sometimes serve as repositories of organizational knowledge.  They con-
tain a wide variety of data used to create a coherent picture of business conditions at
a single point in time. In fact, the data contained in data warehouses may represent
a large part of a company’s knowledge, for example the business’s knowledge about
its clients and their demographics. However, having a great quantity of data without
a strategy for using it typically does little but create overload. Rather, businesses must
first consciously decide on what information will help them build better customer rela-
tionships before they start populating their data warehouses.

Perhaps the greatest repository of knowledge is the Web. The problem here
is not that everything on the Web is correct, at least to us. That which we know is
the truth to us. Unfortunately, we too often discover that what we know is not really
true. Knowledge repositories are riddled with both the unknown and the untrue.
An example would be the established computer companies such as DEC knowing
that the personal computer (PC) was little more than a toy or IBM knowing that
the mainframe would always reign supreme.43

Knowledge Access

Even though capturing knowledge is the objective of the knowledge repository,
other projects focus on providing access to knowledge or facilitating its transfer
among individuals. These projects are sometimes referred to as corporate “Yellow
Pages,” and are internally focused with the intent of making knowledge more vis-
ible and accessible. Yellow Pages map and categorize knowledge and expertise in
an organization, allowing identification of expert knowledge sources. 

An approach that simulates knowledge access is data mining, which is the
process of analyzing data warehouses for “gems” that can be used in management
decision making. It identifies previously unknown relationships among data.
Typically, data mining refers to the process of combing through massive amounts
of customer data to understand buying habits and to identify new products, fea-
tures, and enhancements. The analysis may help a business better understand its
customers by answering such questions as: Which customers prefer to contact us
via the Web instead through a call center? How are customers in Location X likely
to react to the new product that we will introduce next month?  How would a pro-
posed change in our sales commission policy likely affect the sales of Product Y?
Using data mining to answer such questions helps a business reinforce its successful
practices and anticipate future customer preferences. Data mining can enrich CRM
systems such as Ritz Carlton’s Class described in Chapter 1.
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Knowledge Environment

Another type of internally focused knowledge management initiative is aimed
strictly at culture, seeking to establish an environment conducive to knowledge
creation, transfer, and use. This includes projects that are intended to build aware-
ness and cultural receptivity to knowledge, initiatives that attempt to change
behavior relating to knowledge, and attempts to improve the knowledge man-
agement process. One consulting firm encouraged creation and distribution of
management knowledge by changing its appraisal system so that contributions to
the firm’s structured knowledge repository were made a significant factor in com-
pensation decisions.

Knowledge Assets

The fourth type of initiative is internally focused on managing knowledge as an
asset, sometimes referred to as intellectual capital. These initiatives attempt to treat
knowledge as a balance-sheet asset to persuade investors of the value of the firm’s
intellectual capital and direct attention toward the effective or ineffective use of
intellectual capital over time. 

c MEASURING THE VALUE OF KNOWLEDGE MANAGEMENT

No knowledge management effort is likely to be maintained unless it provides some
evidence of financial return to the organization. As the number of knowledge man-
agement projects undertaken grows, so does the pressure to measure the value of
those efforts. If the acquisition and management of knowledge cannot be tied
directly to bottom-line results, such projects are likely to be abandoned. As the
director of knowledge management at McKinsey & Company observed, “The point
of a knowledge-based strategy is not to save the world; it’s to make money.”44

The question of valuation is central to the Internal Revenue Services’ (IRS) con-
cerns that some U.S. firms are underreporting tens of billions of dollars because they
are stashing their intellectual property abroad to shelter income from the overseas sales
of intellectual property. Firms with valuable patents and trademarks, especially a num-
ber of software and pharmaceutical companies, are establishing a subsidiary in a tax
haven such as Bermuda or the Cayman Islands. The offshore subsidiary buys the intel-
lectual property at an arguably low price and collects royalties from the overseas sales
of the parent company’s products. Although all royalties are reported back to the IRS,
only the portion of them that is transferred back to the parent is subject to U.S. taxes.
The remainder of the royalties reside untaxed in the subsidiary. They can be used for
overseas expansion or transferred back to the parent under more financially oppor-
tune circumstances. To carry forward its case against companies adopting this strat-
egy, the IRS first must determine how to value royalties on intellectual property.45
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Several methods have been advanced to assess the value of knowledge man-
agement, intellectual capital, and their relative value to the firm; none has been
widely adopted or proven entirely satisfactory, and none relies on traditional
accounting methods or permits common-size analysis of knowledge management
efforts and intellectual capital at competing firms. Three common methods to assess
the value of knowledge management are project-based measures, the intellectual
capital report, and valuation of knowledge capital. 

Project-Based Measures

The most common method examines the success or failure of specific projects by
some metric that is supposed to be improved through leveraging knowledge. A firm
might assess whether production or sales increased, or whether costs and cycle
times were reduced. Sometimes called “measurement by anecdote,” this technique
identifies specific benefits derived from knowledge management projects.
Anecdotes are easy to understand, require little expense to gather, and provide good
publicity. Inherent in project-based measures is the belief that knowledge adds
value, and that specific firm-wide measures are expensive and unnecessary. Some
examples of this approach include the following:46

• Enhanced effectiveness. The technical support function in one computer
firm undertook a number of knowledge management initiatives that
reduced the volume and cost of support calls from dealers. Through
identifying patterns in support calls, the team preempted many potential
problems by alerting customers to frequently asked questions and pro-
viding solutions through a discussion database. 

• Revenue generation from existing knowledge assets. By managing patents
more effectively, Dow Chemical saved $4 million in its first year of a
review program and expects to generate more than $100 million in
licensing revenues that might otherwise have been forgone. 

• Increased value of existing products and services. To enhance the value
of its generic computer-aided design software, one developer began
including applications designed especially for the energy and chemical
industries with its products. Embedding industry-specific knowledge
into the software reduces design time for customers in those industries,
significantly differentiating the software from competitors.

• Greater organizational adaptability. Filtering, synthesizing, and inter-
preting competitive intelligence can improve a firm’s ability to react to
external changes. Threatened by a Japanese competitor that was under-
pricing them by 50 percent, a major auto parts supplier created a com-
petitive intelligence system to capture a predefined cost model of the
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business. Using that information, the supplier was able to quickly reposi-
tion itself in the market in response to the strategic threat. 

• More efficient reuse of knowledge assets. Ernst & Young’s Center for Business
Knowledge tracks the number of consulting engagements in which knowl-
edge captured from previous projects is reused. One performance measure
for the firm’s consultants is the amount of reusable knowledge created.

• Reduced costs. Chevron saved $150 million in annual fuel and power
expenses through internal knowledge sharing on energy management.

• Reduced cycle time. Hoffman-LaRoche reduced filing time for FDA
approval for new drugs from 18 months to 90 days, and obtained FDA
approval, normally requiring at least three years, in 9 months. In the
pharmaceutical industry, a single day’s delay can represent up to $1 mil-
lion in lost revenues.

Intellectual Capital Report

A widely known approach to measuring intellectual capital is the one developed at
Skandia, a Swedish insurance company.47 The Skandia methodology (see Figure
12.9) attempts to define the market value of a company by differentiating between
traditional balance-sheet measures of equity and intellectual capital, then further
divides intellectual capital into two categories: (1) human capital, which exists in
the minds of individuals: their knowledge, skill, experience, creativity, and innova-
tion; and (2) structural capital, which includes both (a) organizational capital, the
infrastructure supporting human capital (IS, internal processes, proprietary soft-
ware and documentation), and traditional forms of intellectual property (patents,
trademarks, and copyrights); and (b) customer capital, the relationships, satisfac-
tion, longevity, price sensitivity, and financial well-being of long-term customers. 
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FIGURE 12.9 Skandia intellectual capital framework.
Source: Leif Edvinsson and Michael S. Malone, Intellectual Capital (New York: HarperCollins, 1997), p. 52.



These classifications are used to develop a set of measures for progress in man-
aging knowledge. In its “Intellectual Capital Report,” published as a supplement
to its annual report, Skandia identifies 111 indexes in the following five different
groups: (1) financial focus, including income per employee and market value per
employee; (2) customer focus, including number of customer visits, satisfied cus-
tomer index, and lost customers; (3) process focus, including administrative error
rate and IT expense per employee; (4) renewal and development focus, including
training per employee, the ratio of R&D expense to administrative expense, and a
“satisfied employee index;” and (5) human focus, including a “leadership index,”
rate of employee turnover, and IT literacy among employees. Determining a fair
market value for such assets, however, remains problematic.

Valuation of Knowledge Capital

If measuring the value of intellectual capital can be considered conventional in any
sense, perhaps the most conventional approach was proposed by Paul Strassmann,
a former IS executive in government and industry, consultant, and author.
“Knowledge capital” is Strassmann’s term for the value a customer places on goods
or services over the cost of sales and cost of capital (i.e., the surplus value of cor-
porate knowledge in excess of traditional accounting measures). Strassmann con-
tends that techniques such as those used by Skandia fall short because the data
derived cannot be used as an acceptable valuation of assets on the stock market.48

Rather than working from the bottom up and estimating the value of knowl-
edge assets to determine intellectual capital, Strassmann works from the top down,
examining the capacity of firms to generate additional revenue based on the value
added to processes through knowledge. He emphasizes that the costs of acquiring
knowledge and the revenue-generating potential of knowledge are unrelated. The
value of intellectual capital lies in its use, not in its cost. Thus, any value added
through knowledge is worth only what investors are willing to pay for it.

Traditionally, knowledge assets are reflected in financial reports only after a
merger or acquisition at a substantial premium over book value. At that point, such
assets are recognized as “goodwill.” Allowing companies to record knowledge cap-
ital as part of shareholder equity, according to Strassmann, would generate balance
sheets that more closely reflect corporate value. 

Knowledge capital is the amount an investor is willing to pay for intangible assets,
in excess of the cost of capital, for a risk-adjusted interest in the future earnings of
the company. Investors cannot differentiate between the price of capital for finan-
cial or knowledge investments because those investments are intermingled.
“Management value added” is what is left over after all costs have been fully
accounted. Determining management value added requires subtracting an allowance
for the costs of shareholder equity and other adjustments to correct for income taxes
from after-tax profits. Knowledge capital then becomes management value added
divided by the cost of capital. This relationship makes it possible to prepare common-
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size balance sheets for any firm by adding a line item called knowledge capital on
the asset side, and increasing (or decreasing) shareholder equity by the same amount.

c CAVEATS FOR MANAGING KNOWLEDGE

Following such a broad survey, it seems appropriate to conclude with a few caveats.
First, recall that knowledge management is an emerging discipline. Viewing knowl-
edge management as a process rather than an end by itself requires managers to
remain flexible and open-minded.

Second, the objective of knowledge management is not always to make knowl-
edge more visible or available. Like other assets, it is sometimes in the best inter-
ests of the firm to keep knowledge tacit, hidden, and nontransferable. Competitive
advantage increasingly depends on knowledge assets that are difficult to reproduce.
Retaining knowledge is as much a strategic issue as sharing knowledge.

Third, knowledge can create a shared context for thinking about the future. If
the purpose of knowledge management is to help make better decisions, then it
should focus on future events. Through the use of multiple scenarios, organizations
can create “memories of the future.” The goal is not to know the future, but rather
to know what projections influence long-term strategy and short-term tactics.49

Finally, people lie at the heart of knowledge management. Establishing and
nurturing a culture that values learning and sharing of knowledge enables effec-
tive and efficient knowledge management. Knowledge sharing—subject, of
course, to the second caveat already described—must be valued and practiced by
all employees for knowledge management to work. The success of knowledge man-
agement ultimately depends on a personal and organizational willingness to learn.

c FOOD FOR THOUGHT: DIGITAL MILLENNIUM COPYRIGHT ACT

The recent Napster case raised controversial issues long surrounding the practice
of copyrighting. A decade ago, the Audio Home Recording Act (1992) was passed
in the United States to prevent serial copying. Although the act protected intel-
lectual property, it also confirmed the freedom to copy music for personal use. In
1998, the more stringent Digital Millennium Copyright Act (DCMA) passed by a
unanimous vote in the U.S. Senate with the active support of the entertainment
industry.50 The DCMA makes it a crime to circumvent copy protection, even if that
copy protection impairs rights established by the Audio Home Recording Act. 

Violations of DCMA are being vigorously prosecuted. In July 2001, Dmitry
Sklyarov, an employee of the Moscow-based software company, ElcomSoft, was
criminally charged in the United States when he attended a conference to promote
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his company’s software. A range of ElcomSoft protection-cracking products are
available at their Web site, including software designed to break the copy protec-
tion in Adobe eBook so that legal owners can recover lost passwords, make back-
ups, and copy books to Palm handhelds. Sklyarov, a Russian national, was held
without bail until December 2001, and was facing a five-year prison sentence and
a $500,000 fine until he agreed to testify against ElcomSoft.

Supporters of DCMA argue that ElcomSoft profits from the sale of the crack-
ing software. Selling the software is clearly in violation of DCMA, and in doing so,
the employee and his company become pirates. DCMA supporters argue that the
only reason that this criminal activity is considered acceptable is because it occurs
in a digital environment, where the hacker ethos penetrates so deeply that the theft
of intellectual property is not only accepted, but promoted. Yet, they argue, the only
way that the electronic content industry can flourish is if intellectual property is
respected and protected.51

However, many others decry the actions taken against ElcomSoft and DCMA
itself. One of the loudest voices is that of the Electronic Frontier Foundation
(EFF). The EFF and others think that DCMA protects intellectual property rights
at the expense of technological research and innovation, as well as the broader pub-
lic interest. Critics of the law believe that while it protects the creative work of soft-
ware writers, entertainers, and musicians, it fails to recognize a large and vibrant
“public domain” where ideas should be freely shared.52 Many argue that fair use
in a digital world includes that rights to make backup copies, translate content into
different formats, “time-shift” audio or video when making copies for later play-
back, or “space-shift” audios, videos, or software by copying to blank CDs, multi-
ple personal computers, or portable players.

Ironically, Wayback Machine, a massive nonprofit Internet historical archive
that is used increasingly by lawyers specializing in intellectual property law, was
recently sued under the DCMA. Started in 1996, Wayback Machine has a multi-
petabyte (one petabyte 5 1024 terabytes) digital repository of cultural artifacts
including old TV shows, books, and live music recording. Over 40 billion Web pages
are archived by Wayback Machine. Healthcare Advocates is suing Wayback
Machine because the operators of Wayback Machine failed to block access to cer-
tain archived materials during a 2003 trade secrets dispute. 

A number of other legal concerns with the ElcomSoft case have also been
raised. It is frequently admitted by even the proponents of DCMA that the word-
ing of the law is vague about what is “fair use” in digital environments. Further,
the ElcomSoft software enables the making of at least one backup copy that is
allowed by “Fair Use” under Russian copyright law.53
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c SUMMARY

• Knowledge management is related to information systems (IS) in three ways: (1)
information technologies make up the infrastructure for knowledge management
systems; (2) knowledge management systems make up the data infrastructure for
many IS and applications; and (3) knowledge management is often referred to as
an application of IS.

• Data, information, and knowledge should not be viewed as interchangeable.
Knowledge is more valuable than information, which is more valuable than data
because of the human contributions involved.

• The two kinds of knowledge are tacit and explicit.

• For many reasons, it is advisable to manage knowledge. These reasons include
benefits derived from sharing best practices, the need to respond to globalization
and rapid change, organizational downsizing, the need to manage information and
communication overload, controlling knowledge embedded in products, and lever-
aging knowledge to gain competitive advantage.

• Knowledge management is a dynamic and continuously evolving process that
involves knowledge generation, capture, codification, and transfer.

• Knowledge transfer modes are socialization, externalization, combination, and
internalization.

• Knowledge management projects are not as technology-oriented as information
technology projects.

• The value of knowledge management programs can be measured using project-
based measures, the intellectual capital report, or the valuation of knowledge capi-
tal. None of these approaches are widely adopted or totally satisfactory.

c KEY TERMS

c DISCUSSION QUESTIONS

1. The terms data, information, and knowledge are often used interchangeably. But as this
chapter discussed, they can be seen as three points on a continuum. What, in your opinion,
comes after knowledge on this continuum?

2. What is the difference between tacit and explicit knowledge? From your own experience,
describe an example of each. How might an organization manage tacit knowledge?

combination (p. 333)
communities of practice

(p. 326)
data (p. 315)
data mining (p. 335)
data warehouses (p. 335)
explicit knowledge (p. 317)
externalization (p. 333)
information (p. 315)

intellectual capital (p. 314)
intellectual property 

(p. 314)
internalization (p. 333)
knowledge (p. 316)
knowledge capture 

(p. 323)
knowledge codification 

(p. 323)

knowledge generation 
(p. 323)

knowledge management
(p. 314)

knowledge map (p. 330)
knowledge transfer 

(p. 323)
socialization (p. 333)
tacit knowledge (p. 316)
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3. What are the steps in the knowledge management process? What IT would you prescribe
for each step?

4. How do knowledge maps aid an organization? 

5. Do you think that the Digital Millennium Copyright Act is the type of legislation that
should be enacted to protect intellectual property? Why or why not?

6. PricewaterhouseCoopers has an elegant, powerful intranet knowledge management sys-
tem called Knowledge Curve. Knowledge Curve makes available to its consultants and audi-
tors a compendium of best practices, consulting methodologies, new tax and audit insights,
links to external Web sites and news services, online training courses, directories of in-house
experts, and other forms of explicit knowledge. Yet, according to one of the firm’s manag-
ing partners, “there’s a feeling it’s underutilized. Everybody goes there sometimes, but when
they’re looking for expertise, most people go down the hall.”54 Why do you think that
Knowledge Curve is underutilized? 

CASE STUDY 12-1

MCKINSEY AND COMPANY

McKinsey and Company is perhaps one of the best-known management consulting firms in
the world. Founded in 1926, McKinsey built a reputation for creative and innovative strate-
gic solutions for clients. The success of this firm is in part due to a narrow focus on prob-
lems and issues only relevant to senior managers, its primary clientele. At one point, an
estimated 80 percent of its business was repeat business from former clients. Its Web site
sums up the firm as follows:

The nature of the problems we help clients address has changed over the years and
has reflected both differences in the relationships between large companies and
their governments and the sophistication of management. McKinsey consultants
designed the initial organization of NASA (U.S.), advised the Vatican (on its bank-
ing system), developed the Universal Product Code (U.S.), specified the systems
supporting Frankfurt’s stock exchange, and helped the Treuhandanstalt privatize
East German companies. 

Given the breadth and depth of this work, the intellectual tradition at McKinsey is very
different from what one finds in a university or in a consulting firm that concentrates on
a single problem or industry. It is a tradition that first celebrates the complexity and the
differences of management challenges, and then presses for practical answers based on
both analysis and experience. It is a tradition that recognizes the importance of being able
to reach out to colleagues wherever they are in the world. 

McKinsey and Company has built an extensive knowledge management system. The
McKinsey philosophy of knowledge is described on its Web site.
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Among consulting firms there are very different approaches to building and
sharing knowledge. Some believe knowledge of a company or an industry intro-
duces a backward-looking bias into their thinking and instead rely entirely on
their consulting skills, e.g., interviewing, coaching, or counseling. Others build
depth in a single function or industry and believe their expertise is the primary
value they bring to a client. Some rely on a few people, e.g., gurus, to develop a
single “big idea,” e.g., reengineering, which the rest apply through codified
processes. Others try to build capability and expertise throughout their consult-
ing staff.

We take the position: 

• That knowledge per se is of limited value until people and consulting skills (not
merely processes) combine to make it valuable. 

• That both perfection and creativity should result from our knowledge (and our clients’).

• That it is in the intersections of different kinds of knowledge that truly creative
and valuable insights often occur. 

• That those intersections are more likely in a team-based, integrative approach
to problem solving enhanced by both a culture of collaboration and a commit-
ment to impact.

McKinsey and Company began their investment in managing knowledge after a 1971
internal study determined that even though the consultants were excellent generalists, they
often lacked deep industry knowledge or specialization needed to meet clients demands. As
a result, McKinsey consultants were encouraged to develop continuously and to supplement
their general knowledge with deep knowledge in an industry or specialty. Ultimately, 15 vir-
tual centers of competence were established to develop consultants and to ensure a consis-
tent knowledge base. Management systems were developed to reward practice development.
Building on its culture of self-governance and individual initiative, industry and functional
networks played significant roles in the way the company negotiated and staffed engagements
and developed its people.

The knowledge management system is described on the Web site as follows:

While some kinds of knowledge can be “codified” and “applied,” most of them—
the most valuable for the kinds of problems top management faces—exist only in
people’s heads. A consulting firm thus needs its people—not databases—to collabo-
rate. “Knowledge management” is relatively easy. The culture and values that sup-
port it are much harder. 

McKinsey’s consultants share their knowledge and personally collaborate in ways that
most organizations and most other consultants find remarkable. We invest in this core com-
petence in several ways: 

• Through office transfers and practice development meetings we help each of our
consultants build his or her personal networks within McKinsey. 

• We look for evidence that the partners responsible for a client have brought others
into the team who have depth in an industry or function. 

• We avoid any kind of accounting, e.g., making our industry or functional practices
profit centers, that would discourage collaboration. 
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• As stated earlier, we grow our own offices and develop a sense of “one-firm” in all
our people. 

• We have invested heavily in the information technology and people (researchers,
experts) that can support, but not replace, collaboration.

The knowledge infrastructure included technological as well as nontechnical initiatives.
By the 1980s, the firm was actively encouraging consultants to publish their key findings
in newspapers, prestigious business magazines, and trade books. Doing so required major
investments of time and resources. By 1987 a committee reviewed the knowledge infra-
structure, and the Knowledge Management Project recommended the firm build a com-
mon database of knowledge accumulated from client work in the practices, hire a full-time
practice coordinator for each area responsible for the quality of input and assisting con-
sultants with access, and establish career paths for deep specialists that parallel those avail-
able for generalists.

The result was an examination of the Firm Practice Information System (FPIS). This data-
base of client engagements typically archived each project, but was overhauled to provide
increased accessibility and reliable information useful for current engagements. A Practice
Development Network (PDNet) was also built to manage documents representing core
knowledge of each practice. Finally, a Knowledge Resource Directory (KRD) was published
for internal use with a list of all firm experts and key documents. This directory became
instantly indispensable to many consultants.

In the 1990s, the leadership at McKinsey again reevaluated the company’s knowledge
infrastructure. One partner suggested, in a case study published by Harvard Business
School, that: 

Too many people were seeing practice development as the creation of experts and
the generation of documents in order to build our reputation. But knowledge is
only valuable when it is between the ears of consultants and applied to clients’
problems. Because it is less effectively developed through the disciplined work of a
few than through the spontaneous interaction of many, we had to change the more
structured “discover-codify-disseminate” model to a looser and more inclusive
“engage-explore-apply-share” approach. In other words, we shifted our focus from
developing knowledge to building individual and team capability.

Discussion Questions

1. What is the goal of a knowledge management system for a company like McKinsey
and Company? How well does its knowledge management system meet this goal?

2. “Traditional” knowledge management systems involve four steps: generation, cap-
ture, codification, and transfer. How do you think the McKinsey system imple-
ments each of these steps? How is that implementation different from the
“engage-explore-apply-share” philosophy mentioned by the manager at the end of
the case?

3. How should McKinsey integrate the Web and its advantages in the area of collabora-
tion and communication in their future knowledge management strategies?

Source: Adapted from C. Bartlett, “McKinsey and Company: Managing Knowledge and Learning,”
Harvard Business School case study 396-357 (1996); and McKinsey and Company, available at 
www.mckinsey.com (accessed October 28, 1999).
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CASE STUDY 12-2

THE BRAIN BEHIND THE BIG, BAD BURGER

At a time when most fast-food restaurants were touting nutrition, Hardee’s proudly intro-
duced the Monster Thickburger. This burger boasts a phenomenal 1420 calories and 107
grams of fat. It consists of two, one-third-pound charbroiled 100 percent Angus beef pat-
ties, three slices of American cheese, a dollop of mayonnaise, and four crispy strips of bacon
on a toasted buttery sesame seed bun. What on earth was CKE Restaurants, the owners of
the Hardee’s chain, thinking?

Because of its Business Intelligence System (BIS), CKE was confident about introduc-
ing the Monster Thickburger across the United States on Nov. 15, 2004. A BIS uses data
mining, analytical processing, querying, and reporting to process a business’s data and derive
insights from it. CKE’s BIS, known ironically inside the company as CPR (CKE
Performance Reporting) monitored the performance of its Monster Thickburger in test mar-
kets to ensure that the burger contributed to increases in sales and profits at restaurants with-
out cannibalizing sales of other more modest burgers. To do so, CKE’s BIS studied a variety
of factors—such as menu mixes, Monster Thickburger production costs, average unit vol-
umes for the Monster Thickburger compared with other burgers, gross profits and total sales
for each of the test stores, and the contribution that each menu item (including the Monster
Thickburger) made to total sales. Since the sales of Monster Thickburger exceeded expec-
tations in the test markets, CKE developed a $7 million dollar advertising campaign to launch
its nationwide introduction. Monster Thickburger sales exceeded expectations, and
Hardee’s sales revenues increased immediately. “The Monster Thickburger was directly
responsible for a good deal of that increase,” says Brad Haley, Hardee’s executive vice pres-
ident of marketing.

CKE, partially because of its reliance on CPR, was rescued from the brink of bankruptcy
in 2000. It increased sales at restaurants open more than a year, narrowed its overall losses,
and finally turned a profit in 2003. CPR, their proprietary system, consists of a Microsoft
SQL server database and uses Microsoft development tools to parse and display analytical
information. It uses econometric models to provide context and to explain performance. The
company reviews and refines these models each month. The econometric models take into
consideration 44 factors, including the weather, holidays, coupon activity, discounting, free
giveaways, and new products. With the click of a button, for example, a sales downturn can
be explained on a screen that shows that 5 percent of the 8 percent decrease was due to tor-
rential rain in the Northeast and 2 percent was due to free giveaways.

In the competitive restaurant chain industry, companies have to be agile and responsive
to the dynamic environment that they face. They must align their BIS initiatives with their
business strategies. They use the insights derived from their BISs to improve operations and
their bottom lines. BISs assist them in making strategic decisions about menu items and clo-
sures of underperforming stores, as well as tactical matters such as renegotiating contracts
with food suppliers, monitoring food costs, and identifying opportunities to improve ineffi-
cient processes. In order to derive value from their BISs, many restaurant chains have suc-
cessfully reduced the three biggest barriers to BIS success: voluminous amounts of irrelevant
data, poor data quality, and user resistance. 

CKE’s CIO and executive vice president of strategic planning, Jeff Chasney, states: “If
you’re just presenting information that’s neat and nice but doesn’t evoke a decision or impart

346 c Chapter 12 Knowledge Management



important knowledge, then it’s noise. You have to focus on what are the really important
things going on in your business.” 

Chasney stresses a BIS should be different from the plain-vanilla standard corporate
reporting tools that have been around for decades. Rather a BIS should provide managers
with insights, not just mountains of data. “There’s nothing worse, in my opinion, than a busi-
ness intelligence system that reports changes on a weekly basis,” he says, “because those sys-
tems don’t provide any context as to what factors are influencing those changes. Without
that context, you don’t know whether the data is good or bad; it’s just useless.” Chasney fur-
ther notes: “If your business intelligence system is not going to improve your decision mak-
ing and find problem areas to correct and new directions to take, nobody’s going to bother
to look at it.” 

When developing a BIS, Chasney advises companies to first analyze their decision-mak-
ing processes. They must determine the information that executives need to confidently make
decisions in rapidly changing environments, as well as their preferred presentation format
for that information (for example, as a report, a chart, online, hard copy). Only then can that
information be collected, analyzed, and published in their BISs. 

In 2000 when he started building CPR, Chasney asked the CEOs and the chief operat-
ing officers (COOs) of CKE’s three restaurant chains—Hardee’s, Carl’s Jr., and La Salsa Fresh
Mexican Grill—what information is most important to them in their efforts to run their com-
pany. The CEO wanted to know what caused changes in sales. The COOs wanted help in
exposing business opportunities, as well as clear indicators of underperforming restaurants.
The discussions taught Chasney that a BIS needed to add value by focusing on a company’s
most important performance indicators: sales and cost of sales; exceptions, such as those areas
of the business that are outperforming or underperforming other segments; and historical
and forward-looking business trends. 

Discussion Questions

1. Why is data mining important to CKE’s CPR?

2. What are some tips for developing and using the knowledge management system
described in this case?

3. Was the introduction of the Monster Thickburger a good idea or an example of infor-
mation leading to a wrong decision?

Source: Adapted from Meredith Levinson, “The Brain Behind the Big, Bad Burger and Other Tales of
Business Intelligence,” CIO Magazine (March 15, 2005), available at 
http://www.cio.com/archive/031505/intelligence.html.
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activity based costing (ABC) Costing
approach that counts the actual activities that
go into making a specific product or deliver-
ing a specific service.

administrator An employee who “takes
care of” a computer or a number of comput-
ers. Administrator duties typically include
backing up data (and restoring it if it is lost),
performing routine maintenance, installing
software upgrades, troubleshooting prob-
lems, and assisting users.

allocation Funding systems that recover
costs based on something other than usage,
such as revenues, login accounts, or number
of employees.

ANSI X12 The name of the standard
used by EDI applications to allow a software
program on one computer system to relay
information back and forth to a software pro-
gram on another computer system, thus
allowing organizations to exchange data per-
tinent to business transactions.

application A software program
designed to facilitate a specific practical task,
as opposed to an operating system that con-
trols resources. Examples of application pro-
grams include Microsoft Word, a word
processing application; Lotus 1-2-3, a spread-
sheet application; and SAP R/3, an enterprise
resource planning application. 

application service provider (ASP) An
Internet-based company that “rents” the use
of an application to the customer through
their Web site. In return, the ASP provides
not only the software, but the infrastructure,
people, and maintenance to run it.

architecture Provides a blueprint, trans-
lating business strategy into a plan for IS that
combines hardware, software, data, and net-
work components; The strategy implicit in
hardware, software, data, and network compo-
nents.

asymmetric encryption Type of
encryption that uses differentiated keys,
called public keys and private keys.

authentication A security process in
which proof is obtained to verify that the
users are truly who they say they are.

automate Technology replaces the
human worker. See informate.

backsourcing Returning to an “in-
sourced” status.

Balanced Scorecard Methodology that
focuses attention on the organization’s value
drivers (which include, but are not limited to,
financial performance).

bandwidth The rate at which data can
travel through a given medium. The medium
may be a network, an internal connection
(say from the CPU to RAM), a phone line,
etc. For networks and internal connections,
bandwidth is typically measured in terms of
Megabytes per second (MB/sec) or Giga-
bytes per second (GB/sec).

bit A “binary digit”; the smallest unit of
data as represented in a computer. A bit can
take only the values 0 or 1.

bricks-and-clicks The term used to
refer to businesses with a strong business
model both on the Internet and in the physi-
cal world.

broadband Telecommunication in which
a wide band of frequencies is available to
transmit information. Because a wide band of
frequencies is available, more information can
be transmitted in a given amount of time.

business continuity plan (BCP) An
approved set of preparations and sufficient
procedures for responding to a variety of dis-
aster events. 

business diamond A simple framework
for understanding the design of an organiza-
tion, linking together the business processes,
its values and beliefs, its management control
systems, and its tasks and structures.

business reengineering The fundamental
rethinking and radical redesign of a business
process to achieve dramatic improvements in
performance.
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business strategy A well-articulated
vision of where a business seeks to go and
how it expects to get there.

business to business (B2B) Using the
Internet to conduct business with business
customers. See business to consumer.

business to consumer (B2C) Using the
Internet to conduct business directly with
consumers of goods and services. See busi-
ness to business.

byte Eight bits. A byte can be thought of
as a “character” of computer data.

central processing unit (CPU) The
computer hardware on which all computa-
tion is done.

centralized IS organization Brings
together all staff, hardware, software, data,
and processing into a single location; Best for
standardizing and focusing on IT specializa-
tions.

chargeback Funding method by which
IT costs are recovered by charging individu-
als, departments, or business units based on
actual usage and cost. 

chief information officer (CIO) The
senior-most officer responsible for the infor-
mation systems activities within the organiza-
tion. The CIO is a strategic thinker, not an
operational manager. The CIO is typically a
member of the senior management team and
is involved in all major business decisions
that come before that team, bringing an
information systems perspective to 
the team.

chief knowledge officer (CKO)
Individual in charge of building and main-
taining a knowledge management infrastruc-
ture and creating a knowledge culture.

chief technology officer (CTO) Senior
IS officer who often works alongside the CIO
and is responsible for tracking and advising
on emerging technologies. Must have enough
business savvy and communication skills to
create an organizational vision for new tech-
nologies, as well as to oversee and manage
the firm’s technological operations and infra-
structure.

client A software program that requests
and receives data and, sometimes, instruc-
tions from another software program usually
running on a separate computer.

client/server A computing architecture
in which one software program (the client)
requests and receives data and, sometimes,
instructions from another software program
(the server) usually running on a separate
computer. In a client/server architecture, the
computers running the client program typi-
cally require less power and resources (and
are therefore less expensive) than the com-
puter running the server program. In many
corporate situations, a client/server architec-
ture can be very cost effective.

coaxial cable (coax) A kind of copper
wire typically used in networking. An inner
wire is surrounded by insulation, which is
surrounded by another copper wire and
more insulation.

combination Knowledge transfer from
explicit knowledge to explicit knowledge.

commerce server A suite of software
components designed to create and manage
Web storefronts.

communities of practice Groups that
are composed of workers who share common
interests and objectives, but who are not nec-
essarily employed in the same department or
physical location, and who occupy different
roles on the organization chart.

complementor One of the players in a co-
opetitive environment. It is a company whose
product or service is used in conjunction with a
particular product or service to make a more
useful set for the customer. See value net.

cookie A message given to a Web browser
by a Web server. The browser stores the mes-
sage with user identification codes in a text file
that is sent back to the server each time the
browser requests a page from the server.

co-opetition A business strategy
whereby companies cooperate and compete
at the same time.

core capability Firm’s ability used to
create competitive advantages that cannot be
easily duplicated over time.

corporate budget Funding method in
which the costs fall to the corporate P&L
rather than levying charges on specific users
or business units. 

cost leadership strategy A business
strategy in which the organization aims to be
the lowest-cost producer in the marketplace.



See differentiation strategy and focus
strategy.

customer relationship management
(CRM) The management activities per-
formed to obtain, enhance, and retain cus-
tomers. CRM is a coordinated set of
activities revolving around the customer.

cycle plan A project management plan
that organizes project activities in relation to
time. It identifies critical beginning and end
dates and breaks the work spanning these
dates into phases. The general manager
tracks the phases in order to coordinate the
eventual transition from project to opera-
tional status, a process that culminates on the
“go live” date.

dashboard Management tool that pro-
vides a snapshot of metrics at any given point
in time. 

data Simple observations of the state of
the world; mere facts.

data mining The process of analyzing
data warehouses for “gems” that can be used
in management decision making. It identifies
previously unknown relationships among
data. Typically, data mining refers to the
process of combing through massive amounts
of customer data in order to understand buy-
ing habits and to identify new products, fea-
tures, and enhancements.

data warehouse A collection of data
designed to support management decision
making. Data warehouses contain a wide
variety of data that is used to create a coher-
ent picture of business conditions at a single
point in time.

database A collection of data that is for-
matted and organized to facilitate ease of
access, searching, updating, addition, and dele-
tion. A database is typically so large that it
must be stored on disk, but sections may be
kept in RAM for quicker access. The software
program used to manipulate the data in a data-
base is also often referred to as a “database.”

database administrator (DBA) The
person within the information systems depart-
ment who manages the data and the database.
Typically this person makes sure that all the
data that goes into the database is accurate and
appropriate, and that all applications and indi-
viduals who need access have it.

debugging The process of examining and
testing software and hardware to make sure

it operates properly under every condition
possible. The term is based on calling any
problem a “bug”; therefore, eliminating the
problem is called “debugging.”

decentralized IS organization
Scatters hardware, software, personnel, data,
and operation components in different loca-
tions to address local business needs.

decision models Information systems-
based model used by managers for scenario
planning and evaluation. The information
system collects and analyzes the informa-
tion from automated processes, and pre-
sents them to the manager to aid in
decision making. 

differentiation strategy A business
strategy in which the organization qualifies its
product or service in a way that allows it to
appear unique in the marketplace. See cost
leadership strategy and focus strategy.

digital cash (Alternatively called e-cash)
The nearest equivalent to cash transactions
on the Internet. While it can be used for
purchases of any size, it was designed specifi-
cally for small-ticket transactions.

digital signature A digital code applied
to an electronically transmitted message used
to prove that the sender of a message (e.g., a
file or e-mail message) is truly who she
claims to be.

digital subscriber line (DSL) A tech-
nology used for connecting users to the
Internet. The connection is typically
offered by a telephone company or other
independent company to homes and busi-
nesses that desire direct, all-the-time
access. DSL subscribers are able to use the
Internet without dialing up to a server, and
the connection is usually of higher speed
than dial up lines.

e-business (electronic business) Any
business activities done electronically within
or between businesses. Many use this term
to specifically refer to business activities
done over the Internet.

e-channel The chain of relationships
between companies and customers and
between companies and their
partners/resellers.

e-commerce (electronic commerce)
Transacting business electronically, typically
over the Internet or directly with an EDI
system.
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economic value added (EVA)
Valuation approach that accounts for oppor-
tunity costs of capital to measure true eco-
nomic profit and revalues historical costs to
give an accurate picture of the true market
value of assets.

e-learning Using the Internet to enable
training, learning, and knowledge transfer.
E-learning includes distance learning, com-
puter-based training (CBT), on-demand
learning, and Web-based training. 

electronic data interchange (EDI)
The direct computer-to-computer transfer of
business information between two businesses
that uses a standard format. 

electronic funds transfer (EFT) The
business transaction of sending payments
directly from a customer’s bank account to a
vendor’s bank account electronically. 

e-marketplaces A special application of
the Internet that brings together different
companies to buy and sell goods and serv-
ices. Sometimes called “net-markets” or “vir-
tual markets.” 

encryption The translation of data into
a code or a form that can be read only by the
intended receiver. Data is encrypted using a
key or alphanumeric code, and can be
decrypted only by using the same key.

enterprise resource planning (ERP) soft-
ware A large, highly complex software
program that integrates many business func-
tions under a single application. ERP software
can include modules for inventory manage-
ment, supply chain management, accounting,
customer support, order tracking, human
resource management, etc. ERP software is
typically integrated with a database. ERP soft-
ware is a type of enterprise system.

enterprise system A comprehensive
software package that incorporates all modules
needed to run the operations of a business.

Ethernet A standard for local area net-
works. Ethernet specifies software protocols
and hardware specifications for creating a
LAN to interconnect two or more comput-
ers. There are three common versions of
Ethernet: 10Base-T, which provides for
bandwidths of up to 10 Megabits per second;
100Base-T, which provides 100 Megabits per
second; and Gigabit Ethernet, which pro-
vides 1 Gigabit per second.

explicit knowledge Objective, theoreti-
cal, and codified for transmission in a formal,
systematic method using grammar, syntax,
and the printed word. See tacit knowledge.
externalization Knowledge transfer
from tacit knowledge to explicit knowledge.
extranet A network based on the
Internet standard that connects a business
with individuals, customers, suppliers, and
other stakeholders outside the organization’s
boundaries. An extranet typically is similar to
the Internet, however it has limited access to
those specifically authorized to be part of it.
federalism A structuring approach that
distributes power, hardware, software, data,
and personnel between a central IS group
and IS in the business units.
fiber optic (or optical fiber) A data
transmission medium (and technology) that
sends data as pulses of light along a glass or
plastic wire or “fiber.” Fiber-optic technology
is capable of far greater bandwidth than cop-
per technologies such as coax.
file transferring Transferring a copy of
a file from one computer to another on the
Internet.
firewall A security measure that blocks
out undesirable requests for entrance into a
Web site and keeps those on the “inside”
from reaching outside.
focus strategy A business strategy in
which the organization limits its scope to a
narrower segment of the market and tailors
its offerings to that group of customers. This
strategy has two variants: cost focus, in which
the organization seeks a cost advantage
within its segment; and differentiation focus,
in which it seeks to distinguish its products
or services within the segment. This strategy
allows the organization to achieve a local
competitive advantage, even if it does not
achieve competitive advantage in the market-
place overall. See cost strategy and differ-
entiation strategy.
full outsourcing An enterprise out-
sources all its IT functions, from desktop
services to software development.

functional view The view of an organi-
zation based on the functional departments,
typically including manufacturing, engineer-
ing, logistics, sales, marketing, finance,
accounting, and human resources. See
process view.



gigabit (Gb) One billion bits.

gigabyte (GB) One billion bytes.

graphical user interface (GUI) The
term used to refer to the use of icons, win-
dows, colors, and text as the means of repre-
senting information and links on the screen
of a computer. GUIs give the user the ability
to control actions by clicking on objects
rather than by typing commands to the oper-
ating system.

groupware Software that enables a
group to work together on a project,
whether in the same room or from remote
locations, by allowing them simultaneous
access to the same files. Calendars, written
documents, e-mail messages, discussion
tools, and databases can be shared.

hard drive A set of rotating disks used
to store computer data. Since hard drives
typically have much greater capacity than
RAM, they are often also referred to as
“mass storage.”

hierarchical organization structure
A type of organizational form that is based
upon the concepts of division of labor, spe-
cialization, and unity of command.

hypercompetition A theory about indus-
tries and marketplaces that suggests that the
speed and aggressiveness of moves and coun-
termoves in any given market create an envi-
ronment in which advantages are quickly
gained and lost. A hypercompetitive environ-
ment is one in which conditions change rapidly.

HyperText Markup Language (HTML)
The language used to write pages for the
Internet. It was created by a researcher in
Switzerland in 1989, and is part of an Internet
standard called the HyperText Transport
Protocol (the “http” at the beginning of
Internet addresses), which enables the access
of information stored on other Internet com-
puters. “Hypertext” itself is another name for
the “links” (or “hyperlinks,” “hot links,” or “hot
spots”) found on Web pages.

identity theft The taking of the victim’s
identity to obtain credit (credit cards from
banks and retailers), steal money from the vic-
tim’s existing accounts, apply for loans, estab-
lish accounts with utility companies, rent an
apartment, file for bankruptcy, or obtain a job
using the victim’s name.

informate A term coined by S. Zuboff to
imply the situation when workers are provided
with access to a variety of information that
allows them to go beyond the requirements of
a job to understand the larger picture and more
abstract concepts. The alternative to informate
is automate, where the tasks done are simply
put on a computer to increase speed and accu-
racy and to cut costs. Informate, on the other
hand, means to bring out the information
aspects of the job to assist in assessment, moni-
toring, and decision making.

information Data endowed with rele-
vance and purpose; data in a context.

information integration Trading part-
ners agree on the type of information to share,
the format of that information, the technologi-
cal standards that they will both use to share
it, and the security they will use to ensure that
only authorized partners access it.

information model A framework for
understanding what information will be crucial
to the decision, how to get it, and how to use it. 

information resource The available data,
technology, people, and processes within an
organization to be used by the manager to per-
form business processes and tasks.

information system (IS) The combina-
tion of technology (the “what”), people (the
“who”), and process (the “how”) that an
organization uses to produce and manage
information.

information systems (IS) strategy The
plan an organization uses in providing infor-
mation services.

Information Systems Strategy Triangle
The framework connecting business strategy,
information system strategy, and organiza-
tional systems strategy.

information technology (IT) All forms
of technology used to create, store, exchange,
and use information.

infrastructure Everything that supports
the flow and processing of information in an
organization, including hardware, software,
data, and network components.

instant messaging (IM) An Internet
protocol (IP)–based application that provides
convenient communication between people
using a variety of different device types.
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integrated services digital network
(ISDN) A standard for transmission of
digital signals over ordinary telephone lines
at up to 128 kilobits per second.

intellectual capital The knowledge
that has been identified, captured, and
leveraged to produce higher-value goods or
services or some other competitive advan-
tage for the firm.

intellectual property Allows individu-
als to own their creativity and innovation in
the same way that they can own physical
property. Owners can be rewarded for the
use of their ideas and can have a say in how
their ideas are used.

internalization Knowledge transfer
from explicit knowledge to tacit knowledge.

Internet The system of computers and
networks that, together, connect individuals
and businesses worldwide. The Internet is a
global, interconnected network of millions of
individual host computers.

Internet checking Service that pro-
vides merchants with the ability to accept
checks over the Internet.

Internet service provider (ISP)
A company that sells access to the Internet.
Usually, the service includes a direct line or
dial-up number and a quantity of time for
using the connection. The service often
includes space for hosting subscriber web
pages and e-mail.

intranet A network used within a busi-
ness to communicate between individuals
and departments. Intranets are applications
on the Internet, but limited to internal busi-
ness use. See Extranets.

IT protfolio management The process
of evaluating and approving IT investments
as they relate to other current and potential
IT investment.

JAVA An object-oriented programming
language designed to work over networks
and commonly used for adding features into
Web pages.

joint applications development (JAD)
A version of RAD or prototyping in which
users are more integrally involved, as a
group, with the entire development
process up to and, in some cases, includ-
ing coding.

kilobit (kb) approximately 1 thousand
bits (i.e., 1024 bits).

kilobyte (kB) approximately 1 thousand
bytes (i.e., 1024 bytes).

knowledge Information synthesized and
contextualized to provide value.

knowledge capture Involves continu-
ous processes of scanning, organizing, and
packaging knowledge after it has been gener-
ated. 

knowledge codification The represen-
tation of knowledge in a manner that can be
easily accessed and transferred.

knowledge generation Includes all
activities that discover “new” knowledge,
whether such knowledge is new to the indi-
vidual, the firm, or to the entire discipline.

knowledge management The
processes necessary to capture, codify, and
transfer knowledge across the organization to
achieve competitive advantage.

knowledge map A list of people, docu-
ments, and databases telling employees
where to go when they need help. A good
knowledge map gives access to resources that
would otherwise be difficult or impossible to
find. Maps may also identify knowledge net-
works or communities of practice within the
organization. A knowledge map serves as
both a guide to where knowledge exists in an
organization and an inventory of the knowl-
edge assets available. 

knowledge repository A physical or
virtual place where documents with knowl-
edge embedded in them, such as memos,
reports, or news articles, are stored so they
can be retrieved easily.

knowledge transfer Involves transmit-
ting knowledge from one person or group to
another, and the absorption of that knowledge.

legacy system Older, mature informa-
tion system (often 20–30 years old).

list server A type of e-mail mailing list
to which users subscribe, and when any user
sends a message to the server, a copy of the
message is sent to everyone on the list. This
allows for restricted-access discussion groups.
Only subscribed members can participate in
or view the discussions, since they are trans-
mitted via e-mail.



local area network (LAN) A network
of interconnected (often via Ethernet)
workstations that reside within a limited
geographic area, typically within a single
building or campus. LANs are typically
employed so that the machines on them can
share resources such as printers or servers
and/or so that they can exchange e-mail or
other forms of messages (e.g., to control
industrial machinery).

mainframe A large, central computer
that handles all of the functionality of the
system.

managerial levers Organizational, con-
trol, and cultural variables that are used by
decision makers to affect changes in their
organizations.

matrix organization structure A type
of organization structure that assigns workers
to two or more supervisors in an effort to
make sure multiple dimensions of the busi-
ness are integrated.

megabit (Mb) 1 million bits.

megabyte (MB) 1 million bytes.

mobile workers Workers who work
from wherever they are.

modem A device that translates a com-
puter’s digital data into an analog format that
can be transmitted over standard telephone
lines, and vice versa. Modems are necessary
to connect one computer to another via a
phone line.

net present value (NPV) Valuation
approach that accounts for the time value of
money by discounting the costs and benefits
for each year of the system’s lifetime using
the present value factor.

netcentric architecture Intranets
that build upon Internet connections and
use standard browsers. Also called Web-
centric.

network externality The concept that
the value of a network node to a person or
organization in the network increases when
another joins the network.

networked organization structure
A flexible, adaptive organizational form in
which formal and informal communication
networks connect all parts of the company.

newsgroup A type of electronic discus-
sion where the text of the discussions typi-
cally is viewable on an Internet or intranet
Web page rather than sent through e-mail.
Unless this page is shielded with a firewall or
password, outsiders are able to view and/or
participate in the discussion.

object Encapsulates both the data
stored about an entity and the operations
that manipulate that data.

offshoring Foreign outsourcing of soft-
ware development and computer services.

open-sourcing The process of building
and improving “free” software by an Internet
community.

operating system (OS) A program that
manages all other programs running on, as
well as all the resources connected to, a com-
puter. Examples include Microsoft Windows,
DOS, and UNIX.

options pricing Valuation approach that
offers a risk-hedging strategy to minimize the
negative impact of risk when uncertainty can
be resolved by waiting to see what happens.

Oracle A widely used database pro-
gram.

organizational strategy The organiza-
tion’s design, as well as the choices it makes
that define, set up, coordinate, and control
its work processes.

organizational systems The fundamen-
tal elements of a business, including people,
work processes, structure, and the plan that
enables them to work efficiently to achieve
business goals.

outsourcing The purchase of a good or
service that was previously provided inter-
nally. It is a business arrangement in which
third-party providers and vendors manage
the information systems’ activities. In a typi-
cal outsourced arrangement, the company
finds vendors to take care of the operational
activities, the support activities, and the sys-
tems’ development activities, saving strategic
decisions for the internal information systems
personnel.

password A string of arbitrary charac-
ters that is known only to a select person or
group, used to verify that the user is who he
says he is.
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payback analysis Simple, popular
method that determines the payback period,
or how much time will lapse before accrued
benefits overtake accrued and continuing
costs.

peer-to-peer Allows networked comput-
ers to share resources without a central
server playing a dominant role. Napster used
a peer-to-peer architecture.

personalization The selective delivery
of content and services (such as specific
product and service offerings, advertising,
coupons, and other promotions) to customers
and prospective customers.

portal Easy-to-use Web sites that pro-
vide access to search engines, critical infor-
mation, research, applications, and processes
that individuals want.

privacy The right to be left alone.

process An interrelated, sequential set
of activities and tasks that turns inputs into
outputs, and have a distinct beginning, a
clear deliverable at the end, and a set of met-
rics that are useful to measure performance. 

process view The view of a business
from the perspective of the business processes
performed. Typically the view is made up of
cross-functional processes that transverse dis-
ciplines, departments, functions, and even
organizations. See functional view.

productivity paradox The failure of
massive investment in information technol-
ogy to boost productivity growth.

project A temporary endeavor under-
taken to create a unique product or service.

project and portfolio management
(PPM) Systems that have expanded
capabilities that cover IT management issues
from human resource planning to gover-
nance and business objectives.

project management The application of
knowledge, skills, tools, and techniques to proj-
ect activities in order to meet or exceed stake-
holder needs and expectation from a project.

protocol A special, typically standard-
ized, set of rules used by computers to
enable communication between them.

prototyping An evolutionary develop-
ment method for building an information
system. Developers get the general idea of

what is needed by the users, and then build
a fast, high-level version of the system as
the beginning of the project. The idea of
prototyping is to quickly get a version of the
software in the hands of the users, and to
jointly evolve the system through a series of
cycles of design and build, then use and
evaluate.

random access memory (RAM)
Computer memory that can be accessed at
random, read from, and written to by the
CPU. Sometimes also called “main memory,”
it is typically used to store currently running
programs and their data. RAM requires
power to maintain data.

rapid application development (RAD)
This process is similar to prototyping in that
it is an interactive process, in which tools are
used to speed up development. RAD systems
typically have tools for developing the user,
reusable code, code generation, and pro-
gramming language testing and debugging.
These tools make it easy for the developer to
build a library of a common, standard set of
code that can easily be used in multiple
applications. 

reengineering The management
process of redesigning business processes in
a relatively radical manner. Reengineering
traditionally meant taking a “blank piece of
paper” and designing, then building, a busi-
ness process from the beginning. This was
intended to help the designers eliminate any
blocks or barriers that the current process or
environment might provide. This process is
sometimes called BPR, Business Process
Redesign or Reengineering, or Business
Reengineering.

return on investment (ROI)
Percentage rate that measures the relation-
ship between the amount the business gets
back from an investment and the amount
invested using the formula ROI = (Estimated
lifetime benefits – Estimated lifetime
costs)/Estimated lifetime costs.

SAP The company that produces the
leading ERP software. The software, techni-
cally named “SAP R/3,” is often simply
referred to as SAP.

Sarbanes-Oxley Act (SoX) Law
enacted in the United States in 2002 to



increase regulatory visibility and accounta-
bility of public companies and their financial
health. According to SoX, CFOs and CEOs
must personally certify and be accountable
for their firms’ financial records and
accounting (Section 302), auditors must cer-
tify the underlying controls and processes
that are used to compile the financial results
of a company (Section 404), and companies
must provide real-time disclosures of any
events that may affect a firm’s stock price or
financial performance within a 48-hour
period (Section 409).

scalable Feature that refers to how well
a hardware or software system can adapt to
increased demands.

search engine A program that searches
the Internet (or an intranet or individual site)
for specified keywords.

secure electronic transaction (SET)
Protocol for secure payments for online
credit-card transactions that uses mutual
authentication.

secure server Server that utilizes
encryption technology to protect the privacy
of transmitted data by converting plain text
into encrypted text before it is transmitted.

secure sockets layer (SSL) A protocol
for encrypting Web transactions that authen-
ticates the merchant’s identity. 

security validators Web sites that vali-
date the security level of other sites, and pro-
vide a “seal of approval” that a particular
Web site is protected.

selective outsourcing An enterprise
chooses which IT capabilities to retain in-
house and which to give to an outsider. Areas
include Web site hosting, business process
application development, help desk support,
networking and communications, and data
center operations.

server A software program or computer
intended to provide data and/or instructions
to another software program or computer.
The hardware on which a server program
runs is often also referred to as “the server.” 

service-oriented architecture (SOA)
Architectural approach that defines a service
or an interface as a reusable piece of soft-
ware that can be invoked by other applica-
tions and combined in a loosely coupled

manner to model changing business
processes. IT is an architectural style whose
goal is to achieve loose coupling among soft-
ware agents.

silo Self-contained functional unit such
as marketing, operations, finance, and so on.

social contract theory A theory used in
business ethics to describe how managers
act. The social responsibilities of corporate
managers include considering the needs of a
society with no corporations or other com-
plex business arrangements. Social contract
theorists ask what conditions would have to
be met for the members of such a society to
agree to allow a corporation to be formed.
Thus, society bestows legal recognition on a
corporation to allow it to employ social
resources toward given ends.

socialization Knowledge transfer from
tacit knowledge to tacit knowledge.

stakeholder theory A theory used in
business ethics to describe how managers
act. This theory suggests that managers,
while bound by their relation to stockholders,
are entrusted also with a fiduciary responsi-
bility to all those who hold a stake in or a
claim on the firm, including employees, cus-
tomers, vendors, neighbors, etc.

stockholder theory A theory used in
business ethics to describe how managers
act. Stockholders advance capital to corpo-
rate managers who act as agents in advanc-
ing their ends. The nature of this contract
binds managers to act in the interest of the
shareholders, i.e., to maximize shareholder
value.

strategic alliance An interorganiza-
tional relationship that affords one or more
companies in the relationship a strategic
advantage.

supply chain management (SCM) An
approach that improves the way a company
finds raw components it needs to make a
product or service, manufactures that prod-
uct or service, and delivers it to customers.

symmetric encryption The sender and
recipient use the same special “key” to
encrypt and decrypt the data.

synchronized planning Trading part-
ners agree on a joint design of planning,
forecasting, and replenishment.
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systems development life cycle (SDLC)
The process of designing and delivering the
entire system. SDLC usually means these 7
phases: initiation of the project, require-
ments definition phase, functional design
phase, technical design and construction
phase, verification phase, implementation
phase, and maintenance and review phase.

tacit knowledge Personal, context-spe-
cific, and hard to formalize and communi-
cate. It consists of experiences, beliefs, and
skills. Tacit knowledge is entirely subjective
and is often acquired through physically
practicing a skill or activity. See explicit
knowledge.

TCP/IP Pair of connection-oriented pro-
tocols. TCP (transmission control protocol)
establishes a connection between processes on
different host computers before data is trans-
mitted, while IP (Internet protocol) defines a
connectionless service through which data is
delivered from computer to computer.

telecommuting Combining telecom-
munications with commuting. This term
usually means individuals who work from
home or other convenient locations instead
of commuting into an office. However, it is
often used to mean anyone who works reg-
ularly from a location outside her com-
pany’s office.

T-form organization An organizational
form in which conventional design variables—
such as organizational sub-units, reporting
mechanisms, flow of work, tasks, and compen-
sation—are combined with technology-
enabled components, such as electronic
linking, production automation, electronic
workflows and communications, and electronic
customer/supplier relationships.

thick client A full function stand-alone
computer that is used, either exclusively or
occasionally, as a client in a client/server
architecture. Thick clients are typically stan-
dard PCs equipped with disk drives and their
own copies of commonly used software.

thin client Computer hardware
designed to be used only as a client in a
client/server architecture. Thin clients are
also referred to as NCs (Network
Computers) or NetPCs (Network PCs), and
typically lack disk drives, CD ROM drives,
and expansion capability.

TOGAF (The Open Group Architecture
(Framework) Open architecture that
seeks to provide a practical, standardized
methodology (called Architecture
Development Methodology) to successfully
implement an Enterprise Architecture into a
company.

total cost of ownership (TCO) A tech-
nique that attempts to comprehend all the
costs associated with owning and operating
an IT infrastructure.

total quality management (TQM) A
management philosophy in which quality
metrics drive performance evaluation of peo-
ple, processes, and decisions. The objective
of TQM is to continually, and often incre-
mentally, improve the activities of the busi-
ness toward the goal of eliminating defects
(Zero Defects) and producing the highest
quality outputs possible.

transaction processors Service that
allows merchants the ability to stay out of
Internet transaction entirely. This service is
ideal for merchants who wish to sell products
on the Internet and do not want to worry
about handling any of the credit card infor-
mation themselves.

value net The set of players in a 
co-opetitive environment. It includes a
company and its competitors and comple-
mentors, as well as their customers and
suppliers, and the interactions among all of
them. See complementor.

value-added network (VAN) An inde-
pendent third-party company that provides
connection and EDI transaction forward-
ing services to customer companies using
EDI.

virtual corporation A temporary net-
work of companies who are linked by informa-
tion technology to exploit fast-changing
opportunities.

virtual organization An organization
made up of people living and working from
anywhere in the world. The virtual organiza-
tion may not even have a company headquar-
ters or company building, but functions much
like any other organization. Employees typi-
cally use an information systems infrastruc-
ture to communicate, collaborate, and carry
out company business.



virtual private network (VPN) A private
data network that makes use of public telecom-
munication infrastructures such as the Internet,
maintaining privacy through the use of a tun-
neling protocol and security procedures.

virtual team Geographically and/or
organizationally dispersed coworkers who are
assembled using a combination of telecom-
munications and information technologies to
accomplish an organizational task.

virtual terminal An Internet interface
that acts in place of a credit card swipe
machine.

Voice Over IP (VOIP) A method of
converting analog audio signals into digital
data and transmitting the data over the
Internet.

wide area network (WAN) A computer
network that spans multiple offices, often
dispersed over a wide geographic area. A
WAN typically consists of transmission lines
leased from telephone companies. 

wireless architecture Environment
maintaining a data connection from a remote
network using a wireless technology. Also
called mobile architecture.

workflow coordination The coordina-
tion, integration, and automation of critical
business processes between trading part-
ners.

World Wide Web (WWW) A system for
accessing information on the Internet via the
use of specially formatted documents. WWW
is used interchangeably with the term
“Internet.”

Zachman Framework The logical struc-
ture for classifying and organizing the descrip-
tive representations of an enterprise that are
significant to the management of the enter-
prise as well as to the enterprise’s system.

zero time organization An organiza-
tion designed around responding instantly to
customers, employees, suppliers, and other
stakeholder demands.
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